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One of the challenges in spoken human-machine interaction (HMI) is how a language interface should 
address various inherently present dialogue phenomena related to the users’ language, such as 
syntactically very simple utterances, high frequency of ungrammaticalities, predominant use of anaphora 
over complex syntactic constructions, affected speech, meta-language, etc. In addition, an additional non-
linguistic context shared between the user and the system is often involved in HMI (e.g., a graphical 
interface) and may influence the language of the user, e.g., causing predominant use of elliptical and 
minor utterances, context dependent utterances, etc. It is clear that problems that occur in spoken HMI are 
not related only to technical deficiencies such as inaccurate automatic speech recognition. Generally, it is 
not reasonable to expect that users will always behave “cooperatively” and that they will produce 
utterances that fall within the application’s domain, scope and grammar. Forcing them to always produce 
“correct” utterances would significantly limit the naturalness of the interaction.  
 
In this paper, we discuss and illustrate an approach to modeling attentional information in HMI that 
facilitates processing of more flexibly formulated users’ utterances. The implementation of this model in 
the prototype dialogue systems was demonstrated to work well for different syntactic forms of users’ 
commands: elliptical commands, verbose commands (i.e., the commands that were only partially 
recognized by the speech recognition module), and context dependent commands. Two dedicated tasks in 
our prototype systems are: manipulation with graphical entities represented on the display that includes 
spatial reasoning (in German and English), and searching for textual content in newspapers' and websites’ 
articles (in Serbian). We point out advantages of the introduced model that can reduce the degree of 
miscommunication on the conversational level and on the intentional level. It should be also noted that 
our approach to modeling attentional information is not limited only to verbally uttered commands. It 
supports also non-verbal dialogue acts produced by the user (e.g., using a mouse or a keyboard, etc.) or by 
the system (e.g., performing an instructed command) in the course of the interaction. 
 
An important question is to what extent this approach can be generalized. We discuss this question from 
two points of view: the linguistic point of view and the engineering point of view. The linguistic point of 
view considers the question to which types of dialogue can this approach be applied. With respect to the 
domain of the interaction, this approach covers the class of spoken dialogue systems that are intended to 
manage a subclass of task-oriented dialogues, i.e., dialogues that are primarily concentrated on a given 
task, where the state of the task is observable in the sense that it can be explicitly defined and evaluated 
regarding to how it corresponds to expected final states. The engineering point of view considers 
primarily implementation aspects. The proposed modeling method and algorithms are not a priori related 
to some specific predefined interaction domain. The introduced algorithms are independent of the given 
task structure and of the content of the phrasal lexicon. This gives a relatively high level of 
generalizability of the proposed model—the given task can be relatively easy redefined or extended. 
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