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The paper gives a retrospective of the development of speech synthesis systems, from mechanical
synthesisers to computer systems for text-to-speech conversion (TTS) and analyses the perspectives
of biomechanical and multimodal TTS systems within dialogue systems addressing higher cognitive
levels as well. Special attention is given to the methods for assessment of the quality of synthesised
speech and the applicability of TTS-based solutions.

The idea of machines speaking has been captivating the imagination of researchers and creative
thinkers for centuries. Written accounts of “talking heads” date back to 10th and 12th century, while
the first mechanical synthesisers are related to the work of von Kempelen, in the late 18th century. It
was at that time that the physiological differences between vowels were explained and the first
acoustical-mechanical machines modelling the vocal system (including the vocal folds) were made.

The first electronic TTS systems were articulatory or formant-based, and were developed in the mid-
1960s and 1970s, while systems based on concatenation of pre-recorded speech segments were
developed later, and they are predominantly used today for conversion of text into speech.

The architecture of modern TTS systems is described in more detail. The first component is text
processing, charged with conversion of an arbitrary input text (string of characters) into orthographic
words. The phonetic analysis, basically known as “grapheme-to-phoneme conversion”, converts the
orthographical symbols into phonological ones using a phonetic alphabet. Speech synthesis systems
use two basic approaches to determine the pronunciation of a word based on its spelling: dictionary-
based and rule-based approach. The phonemes are followed by corresponding visemes if a TTS
system includes visual output in the form of an animated speaking face (avatar). The prosodic
modeling aims at determining the rhythm of speech, stress pattern and intonation from text, as well as
incorporating them into synthesised speech. Finally, the speech signal synthesis produces the speech
signal, with voice characteristics usually close to those of a person whose voice was used for speech
database recording. There are three types of speech signal synthesis: concatenative synthesis, formant
synthesis, and articulatory synthesis.

The development and application of each TTS system are followed by a constant need for assessment
of quality of synthesised speech and applicability of TTS-based solutions. The paper explains why
TTS quality assessment is fundamentally different from measurement of quality of speech coding. It
also presents basic methods for objective and subjective TTS quality assessment, and explains the
importance of diversity in the choice of testers, including developers themselves and end users, both
professional and lay. A possibility of inclusion of particularly interesting categories of users, such as
linguists and the visually impaired, is analysed, through experiments in laboratory conditions as well
as listening tests available via the Internet. Two versions of the TTS system are going to be tested on-
line on the acoustic level. Prosody will be subjectively evaluated by determining the MOSLQS (mean
opinion score listening quality). Intelligibility will be evaluated by open response identification test
and psychoacoustic test of application specific sentence verification.

Human-machine spoken dialogue systems are based on speech technologies, TTS and ASR, as well as
other modules like spoken language generation, spoken language understanding, and dialogue
management, which are closer to the cognitive level of speech communications, where the speech
production begins and ends. An intelligent TTS system should know not only what to say, but how to
say it as well. One of the open questions is how to incorporate emotions and manner of pronunciation
into synthesised speech based on the dialogue context and the given text.
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