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Abstract

The Large Synoptic Survey Telescope (LSST) will produce a multi-color survey of 25000 deg2 of Southern sky
during its 10 years of operations. Besides observing a large number of galaxies, stars, Solar System objects and
probing the dark matter and the dark energy, it is also expected to discover thousands of transients every night.
Due to its large coverage of the sky and its cadence it will be a perfect tool in search for rare Tidal Disruption
Events (TDEs), which occur when a star passes close by a supermassive black hole (SMBH) and gets disrupted
by its tidal forces. These events emit a bright flare of light and can be observed to cosmological distances. In this
work we aim to address the prospects of the LSST in discovering TDEs and probing the SMBH mass distribution
in the Universe. With the LSST simulation framework we have simulated observations of TDEs in a small field
of 25 deg2 of the sky, centered on a = 180� and d = �45�. From the resulting light curves we have studied
the distributions of detected TDEs over the SMBH mass and compare them to the underlying distributions of
SMBH masses in TDE host galaxies, which we used as an input for our simulations. We find that the LSST
should detected between 103 and 105 new TDEs and that from their distribution over black hole mass, it is
possible to predict whether an observed sample of TDEs follows any of the input distributions.
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1. Introduction

The Large Synoptic Survey Telescope (LSST, [1])
is an upcoming ground based sky survey project,
which will conduct a 10 year long survey of the dy-
namic Universe and will be able to map the entire
visible sky in just a few nights. With its large field of
view of 9.6 deg2 and its ability to achieve very faint
magnitudes, up to 24.5 in optical r band, the LSST
will map tens of billions of stars and galaxies in op-
tical wavelengths, and by doing so, create a multi-
color overview of the Universe [2, 3]. It will monitor
25000 deg2 of the visible sky in the Southern hemi-
sphere, and will enable studies of small objects in the
Solar System, the structure of the Milky Way, galactic
evolution, transients, properties of dark matter and
dark energy, and discoveries of new astrophysical
objects.

Images obtained with the LSST will be analyzed
straight away in order to identify any objects that
might have changed their brightness since the previ-
ous observation, or that might have moved. There-
fore, the LSST will be a powerful tool in search
for transients, including Tidal Disruption Events
(TDEs), a phenomenon observed when a star is torn

apart by the tidal forces of a supermassive black hole
(SMBH).

TDEs are one of the most promising phenomena
which enable the studies of SMBHs found in cen-
ters of most galaxies. A star passing close enough to
an otherwise quiescent SMBH gets disrupted due to
the strong tidal force [4, 5], emitting a bright flare of
light, which then decays on time scales from months
to years.

The observed emission of a TDE depends on dif-
ferent parameters concerning the objects and orbital
dynamics involved, such as the mass of the black
hole, the mass of the star, the radius of the star, the
composition of the star, the distance from the black
hole at which the star gets disrupted, and many oth-
ers [6–11]. Therefore, it is reasonable to expect that
the observed light curves of these events would pro-
vide us with information about the SMBHs in the
centers of galaxies.

TDEs are rare events, with only around 70 candi-
dates discovered so far. In this work we present the
first results on the simulated observations of TDEs
with the upcoming LSST project. For our simula-
tions we used a unique approach, that has so far not
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been explored yet. We have simulated TDE obser-
vations with the LSST simulation framework [1, 12–
14], which includes all the components which may
largely affect the data provided, from the design of
the telescope, to conditions at the observing site, and
the survey strategy. We used the simulation frame-
work to reproduce the LSST observations of TDEs in
10 years on a small field of the sky covering 25 deg2

centered on right ascension a = 180� and declination
d = �45�. We used two different models for TDEs,
a theoretical one [7, 9]) and MOSFiT model, which is
based on the hydrodynamical simulations of TDEs
[10, 11].

One of the inputs for our simulations was also the
distribution of the SMBHs over their masses, which
is still ambiguous, especially at the low mass end.
For this purpose, we have used eight different dis-
tributions [15, 16] assuming all SMBHs in the Uni-
verse should follow a global distributions over mass,
which may or may not vary only with the redshift.
We compared the resulting sample of SMBH masses
to the input distributions to test whether the sim-
ulated properties of TDEs coincide with the initial
SMBH mass distribution.

This work is organized as follows: in section 2 we
describe the theoretical background to the problem
at hand by introducing some of the main character-
istics of the LSST and its simulation framework in
2.1, TDEs in 2.2, and the spectral energy distribu-
tion (SED) models we used in our simulations (2.2.2,
2.2.3). Then, we continue by introducing different
SMBH mass distributions we used as an input for
our simulations in 2.3, describe our simulations in 3
and present our results in 4.

2. Theoretical background

2.1. LSST

LSST is an upcoming ground based system in
Northern Chile, with its main purpose being wide
field astronomical imaging. The LSST will survey
the visible Southern sky in six optical bands u, g, r,
i, z and y, covering the wavelength range between
320 nm and 1050 nm [1]. With its large field of view
of 9.6 deg2, the telescope will cover wide portions
of the sky with declination <+35.5� each night. Its
large primary mirror with 8.4 m in diameter will en-
able imaging to very faint magnitudes, up to 24.5 in
r band in a single exposure [2, 17]. The survey will
cover 10000 deg2 per night and will continuously
scan a total of 25000 deg2 of the sky [3], thus produc-
ing photometric and astrometric data on at least 20
billion objects. Objects that are otherwise rare will
be commonly observed, and discoveries of yet un-
known objects are expected.

Each visit to a given field of the sky will consist
of two 15 second exposures, made with a 3.2 Gpx
camera [18]. The same field will be visited again in a
time interval raging from 1 hour to 3 days, based on
the following ranking algorithm [3]. After a visit of a
given field, all possible next observations will be as-
signed a score, which will depend on their locations,
times of previous observations and filters. Therefore,
the cadence (i.e. the next visit to the same field) of
observations will be irregular, and some fields might
be visited more frequently than the others [1].

LSST’s capabilities will enable fast and deep imag-
ing of the whole visible sky on short time scales,
which will, among other things, be an important tool
in discovering transient astrophysical sources. To
understand how different components of the tele-
scope, such as its design, the conditions at the ob-
serving site, and the observing strategy will affect
the properties of the produced data, a simulation
framework has been designed in order to simulate
the whole operation of the telescope [1, 12–14]. The
simulator can be used to simulate the observations of
different astrophysical objects the LSST should pro-
vide in its 10 years of observations. From simula-
tions of Solar System objects to the most distant ac-
tive galaxies in the Universe, the LSST simulator also
enables simulating observations of transient events.
For the purpose of this paper, we have for the first
time included TDEs into the LSST simulator, and
simulated their observations.

The simulation framework consists of catalogs of
astronomical objects, CatSim [13], a tool for simulat-
ing the operation of the telescope OpSim [14], and a
tool for image simulations PhoSim [19]. CatSim is
the base catalog of the simulations, containing cata-
logs of Solar System objects, stars, galaxies, and tran-
sients. It represents a view of the Universe above
the Earth’s atmosphere. OpSim uses data from the
CatSim and simulates the LSST observations. It con-
tains detailed models of atmospheric site conditions,
telescope hardware performance, and observations
scheduler. Each simulated pointing of the telescope
provides a sky position and time of the observations,
with corresponding sky conditions such as seeing,
Moon phase and angle, and sky brightness. Mag-
nitudes of the sources are derived using the atmo-
spheric and filter response functions. The resulting
catalogs from OpSim are then formatted for output to
users or to be used as an input for PhoSim.

2.2. Tidal Disruption Events and SED Models
SMBHs, with masses ranging from 105 to 109 So-

lar masses, are common in the nuclei of galaxies,
including our own [5]. Since nothing can escape
black holes, not even light, it is generally challeng-
ing to study them. One way of detecting dormant
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black holes in cores of galaxies is by studying TDEs.
These events occur when a star passes the SMBH
close enough, so that it gets disrupted by its tidal
forces. TDEs produce luminous flares, which can
be observed to cosmological distances. Most of the
emitted energy is usually in optical and UV wave-
lengths, however some of the observed TDEs have
been discovered in X-rays. To date, TDE observa-
tions in other wavelengths or messengers (such as
gravitational waves, neutrinos or cosmic rays) have
not been detected yet.

The rate at which the stars are disrupted depends
on how the stars scatter off each other in the cores of
galaxies. Dynamical models of stellar orbits in cen-
tral regions of galaxies predict the rate of TDEs is
10�4 � 10�5 per galaxy per year [20]. Therefore, in
a galaxy, only once in 10 000 to 100 000 years a star
will be kicked into its fatal trajectory. Due to this
low rate the events are rare, and large surveys mon-
itoring hundreds of thousands of galaxies are more
likely to catch TDEs.

2.2.1. Dynamics of TDEs
Consider a star of mass M⇤ and radius R⇤ moving

on a highly eccentric orbit under the sole influence of
the SMBH of mass MBH. If the distance of the closest
approach to the black hole, the pericenter distance
Rp, lies within the tidal sphere with tidal radius

Rt = R⇤

✓
MBH
M⇤

◆1/3
, (1)

then the tidal forces of the black hole overcome the
star’s self gravity, and the star is ripped apart [4].
The penetration factor is defined as the ratio of two
distances b = Rt/Rp.

To simplify the model, we assume the star is on a
parabolic orbit [7]. The minimum energy required
for the star to be disrupted is of the order of star’s
self binding energy, GM2

⇤
R⇤

. The star can be approx-
imated as a point source in the gravitational field
of the black hole at distances r � Rt, however, its
size becomes important when it approaches the tidal
radius. Close to the tidal radius different fluid ele-
ments of the disrupting star lie at different distances
to the black hole, which causes a sizable spread in
specific orbital energy e within the star. The parts
furthest from the black hole have a positive specific
binding energy, while the energy of parts closest to
the black hole is negative [4]. If we assume the mass
is uniformly distributed in the star, the specific en-
ergy spread can be estimated as [5]

De = ±GM⇤
R⇤

✓
MBH
M⇤

◆1/3
= ±GMBH

R2
p

R⇤. (2)

Thus, approximately one half of the stellar debris
(with e < 0) remains bound to the black hole, while
the rest (with e > 0) becomes gravitationally un-
bound and escapes the black hole. Note that the ra-
tio of bound and unbound debris might vary, if the
stellar orbit is not parabolic.

The most bound matter, which is after the disrup-
tion on a highly eccentric orbit, returns back to the
pericenter after one period, in time

tfb =
2pGMBH
(2De)3/2 , (3)

also called the fallback time. The rate, at which the
material returns, is called the fallback rate Ṁfb and it
depends on the black hole mass, stellar mass and the
internal structure of the disrupted star, more specif-
ically, on the distribution of the mass over energy
within the star. Assuming the latter distribution is
flat [5], then the fallback rate scales with time as
Ṁfb µ t�5/3. This behavior of the fallback rate is
expected in the case of an idealized, incompressible
star with a uniform density, which of course does
not hold for typical stars. If we were to take a poly-
otropic stellar model instead of a uniform one, then
the the fallback rate would depart from the t�5/3 be-
havior in the first few months after the disruption
and would also result in a smaller peak fallback rate
with a gentler rise to the peak, see [6].

The returning bound debris circularizes around
the black hole and eventually forms an accretion
disk [4]. The accretion disk is consumed by the black
hole on a time scale from months to years. The gas
in the disk is viscously heated as it is funneled down
to the black hole, and therefore emits a flare of light,
which fades as feeding subsides.

The fallback rate can be directly translated into the
accretion rate onto the black hole, since the inflow
time through accretion disk is ⌧ tfb [7]. It is possible
that, initially, the accretion rate exceeds the Edding-
ton limit above which the outward radiation pres-
sure wins over the gravity and only a small fraction
of the material is accreted to the black hole, while the
rest is blown away in a form of an outflow. The emis-
sion of the outflow is estimated to dominate the light
curve on a time scale between a few weeks and a
year. Afterwards the emission of the disk takes over.

The accretion disk forms just outside the black
hole’s event horizon, which lies at a distance of
RS = 2GMBH/c2 from the black hole [8]. Typically,
RS ⌧ Rt, however RS grows faster with the mass
of the black hole. Once it catches up with Rt, the
star disappears beyond the event horizon before it
can be disrupted. There exist a limiting mass of the
black hole, at which the black hole can still disrupt a
star of certain radius and mass. For a Solar type star
this limit is 108M�.
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2.2.2. Theoretical SED model
Based on the basic description of the dynamics of

TDEs and assuming the emitted light of the TDE has
two components, an outflow and an accretion disk,
we constructed a theoretical model for light curves
and spectral energy distributions (SEDs) of TDEs.
Our treatment was similar to that in [7] and [9].

We assume the distribution of mass over energies
inside the star is flat and that, in all cases, a Solar
type star is being disrupted. This assumption might
be too broad, since different types of stars are ex-
pected to orbit close enough to the central black hole
to be disrupted. However, for now, we will assume
most of the stars in the galactic centers are of Solar
type and assume only such stars are being disrupted.

Initially, when the fallback rate is super-
Eddington, the high radiation pressure results
in an outflow of wind, which emits light from the
photosphere, where the optical depth is of order
unity [9]. The evolution of emission shows a rel-
atively gentle rise with time and it reaches a peak
luminosity of 1041 � 1043 erg/s at tfb. Afterwards,
the density of the outflow falls and the emission
declines with time as the fallback rate decreases.
The photospheric radius, Rph, from which the light
is emitted, declines in the same manner as does the
fallback rate (µ t�5/3), however the corresponding
temperature at this radius increases as Tph µ t25/36.
Assuming the escaping photons have a black body
spectrum, the resulting spectrum of the outflow
evolves as

lLl ⇠ 4p2R2
phlBl(Tph), (4)

where Bl is the spectral radiance according to
Planck’s law. In the Rayleigh-Jeans approxima-
tion valid for optical wavelengths, the spectrum de-
creases with time as t�95/36 ⇡ t�2.6.

The contribution of the accretion disk to the total
spectrum of a TDE can be estimated by assuming a
thin disk geometry, where the accretion rate follows
a simple power-law decline at all times. If we keep
the fraction of the mass ejected in an outflow at a
constant, and assume the motion around the black
hole is Keplerian, then the effective temperature of
the disk as a function of radius can be calculated. For
a more detailed calculation, see [9] and [21]. Using
the relation for the effective temperature of the disk
they obtained, we conclude that the spectrum of the
disk scales as

lLl µ Teff µ Ṁ1/4
fb µ t�5/12. (5)

Combining the two contributions, we were able
to calculate the spectral energy distribution at any
given time after the disruption. The theoretical SED
models depend on the black hole mass MBH, stellar

mass M⇤, stellar radius R⇤, penetration factor b, and
the fraction of the mass, which is ejected as an out-
flow. We kept this fraction at a constant of 10%. In
general, the first few days after the disruption are
dominated by the outflow, whose peak is initially in
the UV wavelengths. As the time passes, the outflow
becomes hotter, but less luminous, and at the same
time the disk emission becomes significant. At late
times, the outflow emission subsides and only disk
emission contributes to the luminosity. The peak of
the SED moves to the optical wavelengths and the
peak itself is decreasing.

2.2.3. MOSFiT model
In addition to testing a theoretical model de-

scribed in section 2.2.2, we have also used a SED
model calculated with The Modular Open Source
Fitter for Transients, MOSFiT [22]. The problem with
the theoretical model is that, even though it is simple
and produces reasonable light curves, it often fails to
describe previous observations of TDEs. The most
obvious discrepancy is in the time evolution of the
light curve. From the theoretical prediction, the light
curve should evolve as t�2.6 in the outflow phase
and as t�5/12 in the disk phase. However, most of
the previous observations rather exhibit light curves
with time evolution coinciding with that of the fall-
back rate, i.e. t�5/3. In addition, the luminosity peak
of the theoretical light curves is typically of order of
two magnitudes smaller than that of the observed
ones.
MOSFiT model, which uses FLASH simulations of

the fallback rate [10], seems to solve the problem of
the time evolution and peak luminosity of the light
curves. With MOSFiT, previous observations of tidal
disruption can be fitted, as was done in [11], and the
model is observed to produce reasonable fits to the
observed data (see Figure 1 in [11]).

From fitting the observations, the model can pro-
vide measurements on the black hole masses, pene-
tration factors, stellar masses, type of the disrupted
star, etc. However, MOSFiT might as well be used to
generate SEDs of a generic TDE with desired input
parameters.

For this purpose we have generated a library of
SEDs for different events, where we have changed
only two parameters: the black hole mass, and the
penetration factor b. All of the events were assumed
to include a Solar type star, described by a polytropic
model with polytropic index g = 4/3, and were
placed at redshift z = 0, in order to obtain the in-
trinsic SEDs. Other input parameters (see [11], Table
1) for the MOSFiT model were kept at a constant.
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2.3. Supermassive Black Hole Mass Distributions
One of the most important input parameters for

our simulations, and evidently the one we wish to
test, was the distribution of SMBHs in the centers of
galaxies over their masses. We distributed the black
hole masses in centers of galaxies in the LSST catalog
simulator (see section 3 for more details) according
to eight different distributions; we will call them D1-
D8, all of which are plotted in Figure 1.

Distributions D1 and D2 and D3 are derived by
solving continuity equation of the final mass func-
tion of astrophysical sources and reconstructing the
SMBH mass function from the active galactic nu-
cleus (AGN) luminosity functions. The procedure
for D1 and D2 is described in [15] and for D3 in [16].
In all cases the resulting SMBH mass function is de-
scribed by a modified Schechter function and results
in a number of black holes in a log MBH bin per unit
volume. Apart from the distribution D2, we have as-
sumed that the parameters of the volume density of
the SMBH mass do not change with redshift. The
only thing that does change with redshift is the vol-
ume, using which leads us to results for the number
density n = N/V. With D2, however, we have also
allowed for the parameters to change with redshift,
which means we have also taken into account that
masses of SMBH are not stationary with time, but
rather evolve from Solar mass black holes to SMBHs.
All of the distributions described here only seem to
be valid from 106M� on, however we have extrapo-
lated them towards the low mass end as well (down
to 105M�).

Distributions D4 and D5 are artificially modified
versions of distribution D1 at low mass end of the
SMBH mass distribution. In distribution D4 we ex-
trapolated the distribution below 106M� to be “flat”
towards 105M�, while D5was modified in a way that
it shows a increasing tendency towards the peak at
106.5M� and then decreases towards larger masses.

The remaining distributions were calculated using
relations for the total stellar mass vs. black hole mass
(D6), the dark matter halo mass vs. black hole mass
(D7) and galaxy color vs. total stellar mass (D8). We
have obtained the total stellar mass, the dark matter
halo mass and colors of all of the galaxies from the
CatSim database and have calculated the distribu-
tions of the black hole masses in the simulator. The
relations we used were the following

log
✓

MBH
M�

◆
= 1.21 log

✓
M⇤

1011M�

◆
+ 8.33 (6)

for D6 [23], where M⇤ is the total stellar mass in the
galaxy,

log
✓

MBH
M�

◆
= 1.33 log

✓
MDM

1012M�

◆
+ 7.85 (7)

for D7 [24], where MDM is the mass in the dark matter
halo of a galaxy, and

log
✓

M⇤
M�

◆
= 1.097(g � r)� 0.4

✓
r � 5 log

d
10 pc

◆

� 0.19z + 1.462
(8)

for D8 [25], where g and r are magnitudes of the
galaxy in g and r bands. We then used equation (6)
to get the corresponding black hole masses for D8.

3. Simulations

The light curves of tidal disruption events were
simulated with the LSST simulation software stack
[13, 14]. For the simulations, we have first generated
a catalog of galaxies, which will host a TDE in 10
years of LSST operations and then used this catalog
as a database, from which properties of simulated
TDEs were drawn.

We assumed the rate of TDEs is 10�5 per galaxy
per year and that only stars similar to the Sun (M =
M�, R = R�, g = 4/3) are disrupted. We queried
the CatSim galaxy database, which covers approxi-
mately 25 deg2 on the sky and contains around 17
million galaxies. We have centered our simulated
field to right ascension a = 180� and declination
d = �45� to avoid being too close to the edge of
the defined coordinates. We randomly chose TDE
host galaxies based on the rate and the fact that one
galaxy can experience only one TDE in 10 years of
the LSST observations. We assigned each TDE a
starting time, drawn randomly from the beginning
to the end of the LSST era, and obtained a catalog of
host galaxies with desired parameters (such as coor-
dinates, redshift, extinction, etc.). At the same time
we distributed the black hole masses according to
8 different distributions described in subsection 2.3,
and randomly assigned them with b values.

For the MOSFiT model we let b vary from 0.6 to
4.0, where values between 0.6 and 1.8 correspond to
a partial disruption, and values between 1.85 and 4.0
correspond to a full disruption of the star [10]. Both,
partial and full disruption in this case produce flares,
which are luminous enough to be detected.

In case of the theoretical model from subsection
2.2.2, we let b vary from 0.6 (partial disruption) to
11.8M�2/3

BH , which is the upper limit on b, if we let
the pericenter passage to be well inside the tidal ra-
dius, at 2RS. One does not expect the star to travel
any further into the gravitational field of the black
hole before it gets disrupted. In fact, we have ran
several simulations using larger penetration factors
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Figure 1: The initial supermassive black hole normalized count distributions in the simulation catalogue as a function of black hole mass
MBH. The black hole masses of ⇠ 17 million galaxies are distributed according to probability distributions D1-D8. The surface of each plot
is normalized to 1.
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b (corresponding to RS < Rp < 2RS), but those sim-
ulations did not produce any light curves, since the
flux of these events was too small.

In principle, one would think that for the MOSFiT
model the stars can also enter the tidal radius and
travel all the way down to 2RS. However, [10] have
noticed that larger b values do not produce any sub-
stantial change in the behavior of the fallback rate.

The resulting catalog with TDE host galaxies
contained around 1700 members, including active
galaxies (around 1% were AGNs), which we have
eliminated from further investigation, since we do
not know the nature of TDEs inside AGNs, and
since it is usually assumed TDEs occur in non-active
galaxies with preference towards E+A host galaxy
type [26].

With the produced catalog we have simulated
light curves of 1683 TDEs in the catalog eight times,
one simulations for each of the input SMBH distri-
butions. The whole procedure has been ran 3 times,
meaning all in all we had to run 24 simulations. Dur-
ing the simulations, the internal dust and the Milky
Way dust extinction were applied to each event ac-
cording to the model in [27]. For every TDE, the
flux was calculated by applying the cosmological
redshift of the host galaxy to the SED 1. The wave-
lengths were also redshifted with a LSST built-in
function, which simply multiplies the emitted wave-
length by 1 + z.

Simulations of light curves were done in all six
LSST bands, for galaxies with redshift z < 3.0, since
events at larger redshifts are not expected to produce
events bright enough to be observed. Based on a
and d, we queried the Minion1016 database, which
contains a simulated observing cadence of the LSST.
At each time a certain TDE in the sky is observed,
a point in the light curve is calculated along with an
error-bar. The errors were calculated by the standard
way used in the LSST light curve simulator.

Light curves of three simulated events are shown
in Figure 2. The three events have different pa-
rameters and are at different redshifts. TDE1 is at
z = 0.078, where the disrupting black hole has a
mass of MBH = 4.27 ⇥ 105M�, and the penetra-
tion factor is b = 5.1. TDE2 is at z = 0.242, with
MBH = 1.29 ⇥ 106M� and b = 4.8, while TDE3 is at
z = 0.268 with MBH = 1.42 ⇥ 107M� and b = 1.8.

4. Results and discussion

Out of 1683 simulated TDEs we have included in
our further analysis only those events, which had

1We assumed a flat Universe with cosmological parameters
W0 = 0.25, WL = 0.75 and H0 = 73 km/s/Mpc.

Figure 2: Simulated light curves of three different events in all
six LSST bands (u, g, r, i, z and y). TDE1 is a disruption with
redshift z = 0.078, MBH = 4.27 ⇥ 105 M� and b = 5.1, TDE2
at z = 0.242, MBH = 1.29 ⇥ 106 M� and b = 4.8, and TDE3 at
z = 0.268, MBH = 1.42 ⇥ 107 M� and b = 1.8. Error-bars (vertical
lines) are also plotted together with limiting magnitudes for each
filter (horizontal dashed lines).
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at least six observing points brighter than the lim-
iting magnitude of the telescope in any of the LSST
bands. Less observing points would mean one can-
not assure a positive identification of the object as a
TDE, since the recognition of these objects and their
classification with the LSST are not well established
yet. We chose six LSST observing points as a bound-
ary for a positive identification of a discovered tran-
sient source being an actual TDE, however this num-
ber might actually be larger or become smaller once
a well performing classification tool for identifying
TDEs out of a large number of transients is pro-
duced.

Figure 3 shows the numbers of detected TDEs
for each of the SMBH mass distributions discussed
in 2.3 and for two SED models used: the theoreti-
cal SED model (section 2.2.2) and the MOSFiT model
(section 2.2.3). Plotted are the expected numbers of
TDEs with more than 6 observing points in 10 years
of the LSST both on the simulated 25 deg2 of the sky
and on the whole sky observed by the LSST2.

We expect the LSST should discover on average
between 103 and 104 TDEs in case of using the theo-
retical SED model or 104 to 105 TDEs when using the
MOSFiT model. Previous estimates have been done in
[28] and in [2].In [28] the authors have estimated the
LSST should discover around 40000 new TDEs in 10
years based on the previous observations, while in
[2] this number was estimated to be 60000, based on
the universal TDE rates from [29] and the references
therein.

The final distributions of SMBHs of detected TDEs
with more than six observations over the black hole
masses for both models and all eight initial distribu-
tions are shown in Figure 4. In red the initial distri-
butions are plotted, while the black histograms rep-
resent the results with the theoretical SED model and
in green are shown the results with MOSFiT model.
Ideally, we would expect the black and the green
lines to follow the red line.

Despite the large difference in the number of de-
tected TDEs based on the SED model, the shapes
of the final BH mass distributions look quite simi-
lar. The peak of the distribution is always shifted
towards larger BH masses for the theoretical SED
model. This is justified by the fact that more mas-
sive black holes produce more luminous flares when
disrupting a Yolar type star. Since the theoretical
model is ⇠ two orders of magnitude dimmer than

2This area is 25000 deg2 minus the part of the sky covered by
the Milky Way, since we do not expect detections of extragalactic
objects in optical wavelengths in the direction of the Milky Way.
The size of the Milky Way on the Southern sky is 6500 deg2, there-
fore we estimate detections on the area of 18500 deg2 of the sky.

the MOSFiT SED model, it requires a larger black hole
mass to produce enough optical emission to be de-
tected.

It is reasonable to assume that the MOSFiT SED
model describes the underlying distribution better
than the theoretical model, since it seems to sam-
ple the low mass end of the SMBH mass distribution
more frequently than the theoretical SED model.

Except for a few initial distributions (D1, D5 and
D7) it is hard to say that the simulated distributions
really follow the predicted distributions in the initial
catalog of all galaxies in the field of 25 deg2. The
main reason for this is the small number of events
which are detected in the simulated field on the sky.
For a more accurate distribution, it would be reason-
able to simulate TDEs on the whole sky and com-
pare this final distribution to the initial distribution
of BH masses in galaxies in CatSim. However, we
realize, this would take much more computing time
and power, since there are 17 million galaxies in 25
deg2 only, and we expect the number on the entire
sky observed by the LSST to be at least 3 orders of
magnitude larger.

We emphasize that for a more realistic distribu-
tions, the simulations need to be ran over the whole
observable sky and more times to get a better esti-
mate on the systematic error. With this we could
perhaps estimate which SED model is better and
which initial SMBH distributions will be sampled
the best. We expect that, if the number of detected
TDEs in our simulations is large enough, the dis-
tribution of SMBH masses in the detected sample
should converge to the initial distribution. How-
ever, as already discussed, some absence of repre-
sentatives is expected towards the low mass end of
the distributions, since it is heavier SMBHs that pro-
duce brighter events and it might happen, that even
if a lower mass SMBH disrupts a star passing by, the
flare is not bright enough to be seen from the Earth.

The low mass end of the SMBH mass distribution
is believed to contain more members than the high
mass end in almost every theoretical distribution
proposed in the literature, however the low mass
end of the distribution is currently still ambiguous.
It would be interesting to see, whether the LSST will
contribute to the exploration of this low mass end of
the SMBH mass distribution and perhaps offer a val-
idation of the model for the true mass distribution of
SMBHs in the Universe.

Once the LSST will start observing TDEs on daily
basis, the masses of black holes responsible for the
triggering of the events will be determined by fit-
ting the observed light curve with a TDE light curve
model - either MOSFiT or the theoretical model in our
case (or perhaps some other model, which can prove

8



Figure 3: Number of detected TDEs with 6 or more observing points for both models used (MOSFiT and the theoretical model) for each of
the distributions D1-D8. The number of detected TDEs was simulated on 25 deg2 and this number was used to estimate the number of
detected TDEs on the whole observable sky (25000 deg2 - are of the Milky Way = 18500 deg2). The uncertainties of the number of detections
are the standard deviations from the mean calculated from resulting numbers of each simulation. Note that the uncertainties are not well
determined yet, since the simulations have only been run a few times (⇠ 3) so far.

to describe previous observations of TDEs more ac-
curately). Surely the follow-up observations will be
vital for determining any of the parameters of the
discovered TDE, due to the irregular LSST cadence.
It will also be vital to classify the discovered TDE as
an actual TDE as soon as possible after the detection,
a problem which we plan to address in our future
work.

5. Conclusion

Based on the results in Figure 3 we expect the
LSST to discover on average between 104 � 105 or
103 � 104 TDEs in 10 years of observations, depend-
ing on which SED model was used to simulate the
events. The MOSFiT model is of ⇠ two orders of
magnitude brighter than the theoretically predicted
model we used in our work, therefore the number
of detected TDEs is larger when applying MOSFiT to
the events. It is reasonable to assume, that the LSST
should extend our current sample of observed TDEs,
the statistics concerning their properties, and should
highly improve our understanding of TDEs.

The distributions of simulated detected TDEs are
to some extent in agreement with the initial distri-
bution of SMBHs in the LSST catalog. Based on the
results shown in Figure 4, some preliminary decision
on which distribution is the true underlying SMBH
mass distribution could be made once the LSST will

start observing TDEs by comparing the observed
distribution to the predicted ones.

A more precise and well defined final distribution
of the observed TDEs over their SMBH masses is
expected, if the simulations would be done on the
whole observable sky instead of a small patch. The
number of observed TDEs would be much larger
in this case, and we expect the observed SMBH
mass distribution would converge towards the un-
derlying one. Therefore, we conclude that discov-
ering TDEs with the LSST promises a good chance
of defining the true SMBH mass distribution in the
Universe, or to at least omit some of the possible the-
oretical distributions predicted now. Moreover, we
expect the LSST to largely improve our current un-
derstanding of TDEs and enable detailed studies of
a large population of quiescent SMBHs residing in
centers of most galaxies in the Universe.
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Developing a real time photon search for The Astrophysical Multimessenger
Observatory Network with the Pierre Auger Observatory
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Abstract

With the recent discovery of gravitational waves and high-energy cosmic neutrinos, we are witnessing the beginning
of a new era in multimessenger astronomy. The exploration of the Universe through these new messengers, along with
electromagnetic radiation and cosmic rays, gives us new insights into the most extreme energetic cosmic events, envi-
ronments and particle accelerators. The large collection area of the Pierre Auger Observatory (PAO) and the availability
of a variety of composition-sensitive parameters provide an excellent opportunity to search for photons in the cosmic
ray flux above 1018 eV. Upper limits published previously, using data from the Observatory, placed severe constraints
on top-down models. Now, the increase in exposure by more than a factor 2 since 2008 together with the combination
of different observables means that the detection of GZK-photons predicted using bottom-up models is almost within
reach. In this paper the status of these investigations and perspectives for further studies are summarized. Current
results on triggering variables for photons from the PAO for The Astrophysical Multimessenger Observatory Network
(AMON) are presented and their implications will be discussed.

Keywords: GZK effect, showers: air, photon: showers, showers: energy, cosmic rays, air showers, Ultra High Energy
Photons, Pierre Auger Observatory, PAO, Trigger, New Triggers, MoPS and ToTd, data analysis, real time photon
search, Astrophysical Multimessenger Observatory Network, AMON

1. Introduction

Multi-messenger astrophysics is a quest to use the mes-
senger particles of all four of natures fundamental forces
to explore the most energetic phenomena in the universe
based on the coordinated observation and interpretation5

of disparate ”messenger” signals. The four extrasolar mes-
sengers are electromagnetic (EM) radiation, gravitational
waves, neutrinos, and cosmic rays (CRs). They are cre-
ated by different astrophysical processes, and thus reveal
different information about their sources. Just one exam-10

ple these facilities collectively promise is the resolution of
the mystery surrounding the origins of ultra high energy
cosmic rays (UHECR).

The main multi-messenger sources outside the helio-
sphere are expected to be compact binary pairs (black holes15

(BH) and neutron stars (NS)), supernovae, irregular neu-
tron stars (INS), gamma-ray bursts (GRB), active galactic
nuclei (AGN), and relativistic jets [1, 2].

In order to interpret cosmic ray observations, detailed
modelling of propagation effects invoking all important20

messengers is necessary. There is a correlation between
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acceleration sites of UHE cosmic rays and the emission
of high-energy photons and neutrinos. The observation
and interpretation of these particles in different energy
regimes in a so-called multi-messenger approach allows25

for maximizing the scientific information and will increase
the chances of identifying the sources of UHE cosmic rays.

In addition to the nuclear component of the UHE Cos-
mic Rays, a substantial photon flux, with fractions up to
50% at the highest energies, is expected according to the30

predictions of the non-acceleration models. Fractions at
the level of 0.1% expected from the decay of neutral pions
produced in the interaction of nucleons with the cosmic
microwave background (GZK effect). Discrimination be-
tween the different scenarios for the origin of the UHECR35

is possible, based on observables sensitive to the distinc-
tive characteristics of extensive atmospheric showers (EAS).
Deviation of data from expectations for showers induced
by nuclear primaries can offer a clear signature for pho-
tons, detectable by fluorescence telescopes as well as by40

arrays of surface detectors.
The detection of primary photons at these extreme en-

ergies will open a new window to the Universe, with large
impact also on fundamental physics. So far no obser-
vation of UHE photons has been claimed, but stringent45

limits on their fraction in the integral CR flux have been
placed [3, 4]. These limits help to reduce uncertainties
related to photon contamination in other air shower mea-
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Figure 1: Energy spectrum of primary cosmic rays. Results from Akeno-
AGASA, which cover the energy range (1015-1020 eV), are shown by red
closed and open circles. Direct observations with balloon- and satellite-
borne detectors are plotted as dots below the knee, around 1015 eV. Ti-
bet results, which cover the energy region below and above the knee, are
plotted as blue circles. In the high- est energy region, results from HiRes
and Auger are shown as open black circles and open blue squares, re-
spectively. The overall spectrum is expressed by a power law from 1011

to 1020 eV with only small changes of slope around 1015.5 eV (the knee),
1017.8 eV (the second knee) and 1019 eV (the ankle). Figure taken from
[5].

surements like the determination of the primary compo-
sition and of energy spectrum and the derivation of the50

proton-air inelastic cross-section.

The paper is structured as follows: In Section 2 I start
with providing an introduction on observations in sec.
2.1 and 2.2. In 2.3 possible origins of cosmic rays are55

discussed. Section 2.4 explains the connection between
cosmic rays and photons and what we can explore with
them. In sec. 3 and 4 an short introduction to AMON and
the PAO respectively is given. Section 5 presents a discus-
sion of my work so far and an outlook of the work to be60

done, before sec 6 presents my summary and conclusions.

2. Ultra High Energy Photons

2.1. The energy spectrum of cosmic rays
The CR spectrum extends over many orders of mag-

nitude, reaching energies above 1020 eV, this is millions65

of times greater than the energies achieved in the most
powerful accelerators on Earth (see fig. 1).

Ultra high energy cosmic rays denotes a cosmic ray
particle with kinetic energy > 1018 eV and extreme energy
cosmic ray (EECR) is a UHECR with energy exceeding70

5·1019 eV (about 8 joule), the so-called GZK limit. Experi-
mental work is being done, gathering information about
particles arriving at Earth, and also theoretical work re-
garding models of possible sources. In the high energy
region of fig. 1 there are two important characteristics ob-75

served:

• The ankle, which could represent the transition from
a galactic power-law behaviour (power-law energy
flux of J µ E�g) to an extragalactic contribution, or
it could be a ”dip” due to e± pair production in a80

cosmic-ray spectrum that is dominated by protons
of extragalactic origin.

• A cut-off at ⇡ 4·1019 eV, which is found with more
than 20s significance and could be related to the
GZK effect or to the maximum energy reached by85

the acceleration sources (”bottom-up” models).

The spectrum (fig. 1) flattens from a power law with
index (3.29 ± 0.02(stat) ± 0.05(sys)) to one with index
(2.60 ± 0.02(stat) ± 0.1(sys)) at Eankle = 4.8 ± 0.1 ± 0.8 EeV.
A clear suppression is observed at a significance in excess90

of 20s beyond Es = 42.1 ± 1.7 ± 7.6 EeV, the energy at
which the differential flux is reduced to one-half of that
expected from the extrapolation of the power law above
the ankle. [6]

2.2. The GZK limit95

The Greisen-Zatsepin-Kuzmin limit (GZK limit) is a
theoretical upper limit on the energy of cosmic ray pro-
tons travelling from other galaxies through the intergalac-
tic medium to our galaxy. The limit is 5 · 1019 eV (or about
8 joules). The limit is set by slowing-interactions of the100

protons with the microwave background radiation over
long distances (⇡ 160 million light-years). The limit is at
the same order of magnitude as the upper limit for en-
ergy at which cosmic rays have experimentally been de-
tected. The GZK limit is derived under the assumption105

that UHECRs are protons.
It is computed based on interactions between cosmic

rays and the photons of the cosmic microwave background
radiation (CMB). Predicted that cosmic rays with ener-
gies over the threshold energy of 5 · 1019 eV would in-
teract with CMB photons (gCM B), relatively blueshifted
by the speed of the cosmic rays, to produce pions via the
D-resonance,

gCMB + p ! D+ ! p + p0 , (1)

or
gCMB + p ! D+ ! n + p+ . (2)

Pions produced in this manner proceed to decay in the
standard pion channels - ultimately to photons for neutral
pions, and photons, positrons, and various neutrinos for

2



positive pions. Neutrons decay also to similar products,110

so that ultimately the energy of any cosmic ray proton is
drained off by production of high energy photons plus
(in some cases) high energy electron/positron pairs and
neutrino pairs.

The pion production process continues until the cos-115

mic ray energy falls below the pion production thresh-
old. Due to the mean path associated with this interaction,
extragalactic cosmic rays travelling over distances larger than
50 Mpc (163 Mly) and with energies greater than this threshold
should never be observed on Earth. This distance is also known120

as GZK horizon.
The GZK limit should be the maximum energy of a

cosmic ray protons, since higher-energy protons would
have lost energy over that distance due to scattering from
photons in the cosmic microwave background (CMB). It125

follows that EECR could not be survivors from the early
universe, but are cosmologically ”young”, emitted some-
where in the Local Supercluster by some unknown phys-
ical process.

Measurements by the largest cosmic-ray observatory,130

the Pierre Auger Observatory (see sec. 4), suggest that
most UHECRs are heavier elements. In this case, the ar-
gument behind the GZK limit does not apply in the origi-
nally simple form and there is no fundamental contradic-
tion in observing cosmic rays with energies that violate135

the limit.
If an EECR is not a proton, but a nucleus with A nu-

cleons, then the GZK limit applies to its nucleons, which
carry only a fraction 1/A of the total energy of the nu-
cleus. For an iron nucleus, the corresponding limit would140

be 2.8 · 1021 eV. These particles are extremely rare; be-
tween 2004 and 2007, the initial runs of the Pierre Auger
Observatory (PAO) detected 27 events with estimated ar-
rival energies above 5.7 · 1019 eV, i.e., about one such event
every four weeks in the 3000 km2 area surveyed by the145

observatory.
Given the small numbers of UHECRs on which the

PAO results are based, some care must be taken with sta-
tistical methods, both to ensure that all the available infor-
mation is utilised and to avoid over-interpretation. These150

aims are achieved by adopting a Bayesian approach in
which the relevant stochastic processes (e.g. the GZK in-
teractions of the UHECRs with the CMB, deflection by
the Galaxys magnetic field, measurement errors) are ex-
plicitly modelled.155

Even though the details of some of these processes are
not well known (most relevantly the strength of the mag-
netic fields and the energy calibration of the UHECRs),
such uncertainties are accounted for by marginalisation.

There is evidence that these highest-energy cosmic rays160

might be iron nuclei, rather than the protons that make up
most cosmic rays. [7]

In the past, the apparent violation of the GZK limit has
inspired cosmologists and theoretical physicists to sug-165

gest other ways that circumvent the limit. These theories

propose that ultra-high energy cosmic rays are produced
nearby our galaxy or that Lorentz covariance is violated in
such a way that protons do not lose energy on their way
to our galaxy.170

These observations appear to contradict the predic-
tions of special relativity and particle physics as they are
presently understood. However, there are a number of
possible explanations for these observations that may re-
solve this inconsistency.175

• The observations could be due to an instrument er-
ror or an incorrect interpretation of the experiment,
especially wrong energy assignment.

• The cosmic rays could have local sources well within
the GZK horizon (although it is unclear what these180

sources could be).

• Cosmic rays are mostly heavier nuclei with A nu-
cleons. This pushes the effective GZK limit for the
whole nucleus up (factor A). For iron nuclei (the
heaviest abundant element in cosmic rays) the cor-185

responding energy limit is well beyond the energies
of detected ultra-high-energy cosmic rays.

Several theoretical models present explanation of the
non-observation of UHE photons possibly produced as a
consequence of aforementioned scenarios. For example,190

in Lorentz Invariance Violation (LIV) scenarios based on
the concept of photon decay (see Ref. [8] for a review
on various concepts) the lifetime of a UHE photon would
be extremely short (⌧ 1 s), which would dramatically re-
duce its chances of reaching the Earth. On the other hand,195

one might approach observing the result of a UHE photon
decay, an extensive cascade composed mainly of photons
below the decay threshold. These cascades can be con-
sidered in a general way, regardless of the primary pro-
cess, and call them cosmic-ray cascades (CRC) or super-200

preshowers (SPS, more see sec. 2.4.1) (per analogiam to the
preshower effect of a UHE photon with the geomagnetic
field - see e.g. Ref. [9] and references therein).

Several approaches to quantum gravity predict LIV at
high energies (e.g. Horava-Lifshitz [10]). (Lorentz vio-205

lations are allowed in string theory, supersymmetry and
Horava-Lifshitz gravity.)

• If Lorentz-invariance is broken, the reaction thresh-
old may be upshifted (and Universe becomes trans-
parent for UHE photons) ) no observed cut-off [11]210

2.3. Origin of cosmic rays
There are two different approaches that try to describe

the origin of these UHECRs, namely due to particle ac-
celeration, called ”bottom-up” model and exotic models,
called ”top-down” model.215
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2.3.1. Particle acceleration - ”bottom-up”
Here the four most prominent mechanisms are men-

tioned in short. The first is the fermi acceleration on shock
waves, where the energy depends on the sources size, its
magnetic field and the particle charge. The second source220

for UHECRs could be supernova remnants, which maxi-
mum energy attainable is limited (. 1015 eV). Higher en-
ergies can be reached in larger objects or in stronger mag-
netic fields, with examples for this third solution: active
galactic nuclei (AGN, also see sec. 2.4.2), or colliding galax-225

ies. The high magnetic fields and strong astrophysical
shocks observed in some of these objects are expected to
be responsible for the acceleration of cosmic rays up to
the highest observable energies. But its not certain if the
particles with the highest observed energies can be pro-230

duced there. And fourth the before mentioned GZK effect
(interaction with microwave background photons) which
limits the range of particles with the highest energies.

Gamma-ray bursts (GRBs) are just a small fraction of
UHECR and would (probably) not contribute to the ultra235

high energy photons, because they come from far away,
isotropically in the universe and loose most of the energy
on its way.

Just to mention in short one of the models of GRBs
that may contribute to UHE photons are the traditional240

or ”classical” long-duration, high-luminosity gamma-ray
bursts (HL-GRBs). They are the most common type of
GRB detected by satellite experiments, being observed
as bright seconds- to minutes-long bursts of g-radiation
from high-redshift (z=1). HL-GRBs are believed to arise245

when a massive star (M ⇡ M�) undergoes a core col-
lapse to a black hole (BH); confirmation of this ”collapsar”
model [12] for the HL-GRBs has been most dramatically
provided by spectroscopic observations of ensuing type
Ibc super-novae (SNe), with other lines of evidence also250

contributing [13].

2.3.2. Exotic models - ”top-down”
Particles with the highest observed energies may not

be the result of acceleration, but rather a product of inter-
actions or decays of particles yet to be discovered directly.255

Some of the proposed scenarios of cosmic ray produc-
tion are superheavy dark matter (SHDM, [16–19]) - possibly
concentrated near galaxies/clusters, which are metastable
particles that could decay or annihilate, relic topological de-
fects (TD; monopoles, cosmic strings or others [20, 21]) -260

which undergo decays and produce cascades of energetic
particles, the before mentioned ”Z-Burst” (ZB) model - in
which highest energy neutrinos annihilate on background
antineutrinos, producing Z bosons (Z-resonance) that de-
cay into observed particles (producing secondary protons,265

neutrinos and photons) [22–24], and others [25–29].
All these models predict a large fraction of photons and neu-

trinos (tens of percent) in the cosmic rays of highest energies.
And therefore UHE photons would be a smoking gun for non-
acceleration models!270

2.4. UHE Photons - gUHE
The search of UHE photons can help to solve these

before-mentioned mysteries. The photon and the electron
are observed fundamental particles and their interactions
are well understood. Photons, as the gauge bosons of the275

EM force, at such enormous energy are unique messen-
gers and probes of extreme and, possibly, new physics.
Propagation features of UHE photons are sensitive to the
MHz radio background [30]. The photon flux at Earth is
also sensitive to extragalactic magnetic fields [31].280

Already a small sample of photon-induced showers
may provide relatively clean probes of aspects of quan-
tum electrodynamics (QED) and quantum chromodynam-
ics (QCD) at ultra-high energy via the preshower process
and photonuclear interactions (see, e.g., [32]).285

For sources more than a few tens of Mpc away the
energy in the produced UHE-photon population may go
into the development of a full electromagnetic cascade,
with the energy flux arriving mainly at GeV-TeV energies,
such sources either contributing to the diffuse gamma-290

ray background at these energies, or being individually
resolvable in some scenarios, depending on the strength
of the inter- or extragalactic magnetic fields. However,
for a more nearby source, the electromagnetic cascades
development has insufficient time to develop, with only295

the appreciable production of a first generation of UHE
photons, leading to their contribution to the diffuse UHE
photon background. Thus, the search for UHE photons in the
arriving UHECR flux can provide information about the local

UHECR sources on these scales.300

Photon-induced showers are mostly electromagnetic
with the first interaction dominated by electron-positron
pair production in the Coulomb field. At the highest en-
ergies (above 10 EeV) two additional effects come into
play: the Landau, Pomeranchuk and Migdal (LPM) ef-305

fect and preshower in the geomagnetic field (for more see
sec. 2.4.1).

It is interesting to check whether UHE photon prop-
agation could be affected by the presence of axions or
scalar bosons. The formal requirements for photon-axion310

conversion regarding photon energy and magnetic field
strength, appear to be fulfilled [33]. Photon conversions
to non-electromagnetic channels may differ from the stan-
dard QED process due to an absence of electromagnetic
sub-cascade. Photon-axion conversion may ultimately in-315

crease the propagation distance of the UHE photons thus
allowing to identify distant sources [34].

Above the GeV energy range, photons cannot conceiv-
ably be generated by thermal emission from hot celes-
tial objects. Instead, UHE photons probe the non-thermal
Universe where other mechanisms allow the concentra-
tion of large amounts of energy into a single particle. Typ-
ically, the production is associated with the decay of a
neutral pion previously produced by a primary process
(compare eq. (1)). UHE photons are mainly produced as
either secondaries of the photo-pion production (GZK ef-
fect) of nuclei with a photon fraction at Earth of ⇡ 0.1-1%
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[35], or are a product in top-down models with a photon
fraction at Earth of & 10% (up to c.a. 50%) [36]. The main
production process at UHE are photo-pion interactions
where a nucleon N interacts with a background photon
g producing charged and neutral pions (see eq. (1) and
(2)) in a GZK-type process. In the channel that conserves
the charge of the original nucleon mostly neutral pions
are produced which decay into secondary gamma rays

p0 ! g + g . (3)

UHECR protons undergo these photo-pion interaction
with background radiation fields (predominantly the CMB)
producing both neutral and charged pions and hence a320

secondary UHE photon and neutrino flux around the source
region. With the propagation of these UHE photons in
turn being limited through gg interactions with background
photons, a region of space should exist around the source
in which this UHE-photon flux is maximal. Due to the325

gg cross-section and the dominant photon background
targeting to these photons, the cosmic radio background
(CRB) the interaction lengths for this process, above thresh-
old, are a few Mpc. Thus, the distance for which the gen-
erated UHE photon flux is maximum would lie between a330

few Mpc and a few tens of Mpc from the source. It shall be
noted here that though the CMB presents a much larger
photon background target in terms of number density, the
interaction of UHE photons (and UHE electrons) with it
is suppressed due to the Klein Nishina suppression in the335

cross section for center-of-mass energies.
Depending on the energy of interest, other produc-

tion mechanisms may become important, such as photons
from photo-disintegration, elastic scattering, pair-production
processes, radiative decay or synchrotron emission. The340

highest energies in the universe are only indirect accessi-
ble, e.g. via extensive air showers.

2.4.1. Super-preshowers
The complexity of the UHECR puzzle indirectly sup-

ports an alternative scenario that could be capable of gen-345

erating UHE particles without an absolute need for cor-
relation with the sources. While gravitational properties
of SHDM particles are rather unquestioned, the distribu-
tion of SHDM particles seems to be disputable, e.g. not
every galaxy can be an SHDM source. It is for instance350

not clear in the case of our Galaxy [37]. If SHDM dis-
tribution is not too far from uniform on a scale of su-
per galaxy cluster, or if the propagation horizon of UHE
photons is more limited than we extrapolate, we might
not see SHDM sources. On the other hand, conclusions355

about the constraints on the sources or processes lead-
ing to the production of UHE photons require a num-
ber of fundamental assumptions concerning the electro-
dynamics at the grand unified theory (GUT) energies [38],
hadronic properties of UHE photons, or space-time struc-360

ture [39]. Also, modelling the propagation of UHE pho-
tons through the intergalactic, interstellar and even inter-

Figure 2: A basic observational classification of super-preshowers. Dif-
ferent classes refer to different widths of spatial and temporal distribu-
tions of super-preshower particles. The question marks represent the
uncertainties about the fundamental physisc processes at E=1020 eV or
larger. Figure taken from [41].

planetary medium requires assumptions difficult to ver-
ify. In addition uncertainty about the physics processes
at GUT energies, i.e. expectations of deviations from the365

Standard Models in cosmology and particle physics be-
cause of the apparent difficulties in reconcilement between
theories of General Relativity and Quantum Field Theory
(see e.g. Ref. [40]). Therefore, any conclusions where the
GUT uncertainties are involved, in particular the conclu-370

sions based on the upper limits to UHE photons, are dis-
putable. Physical mechanisms which lead to a cascading
of most of the UHE photons before they reach the Earth
and consequently shrink their astrophysical horizon are
illustrated in Fig. 2. Given the occurrence of such mech-375

anisms or processes in reality, UHE photons have little
chance to reach the Earth, and what can be observed on
the Earth is the resulting particles most likely in a form
of large electromagnetic cascades. One example of such a
cascading process is the preshower effect [9] which is due380

to an interaction of a UHE photon and secondary elec-
trons with the geomagnetic field. Although this does not
produce an extended cascade, a generalized notion to the
same phenomena to a UHE photon travelling towards the
Earth through close distance of the Sun can produce an385

extended cascade at the Earth. Particles (mainly photons
and a few electrons/positrons) in a cascade initiated due
to preshower effect in the geomagnetic field have very
narrow spatial and temporal extents and fall under class
”A”. For same effect occurring at the vicinity of the Sun,390

one would expect particles with narrow time distribution
but large spatial extent as the cascade arrives at the top of
the Earths atmosphere (class C). Also, other less known
scenarios might cause distribution of arrival times of the
particles quite extended with narrow spatial distribution395
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(class B), or both distributions are extended (class D).

2.4.2. UHE Photons from AGN
First-order Fermi acceleration in collisionless shocks is

supposed to operate in the central regions of active galac-
tic nuclei (AGNs). Most of the shock energy is channeled400

into relativistic protons. Protons are effectively ”cooled”
as a result of interactions with the soft radiation produced
by accreting matter. Among final products of such colli-
sions are UHE photons.

3. AMON405

The Astrophysical Multimessenger Observatory Net-
work (AMON) [44] provides a framework for correlating
high energy astrophysical signals across all possible as-
tronomical messengers: photons, neutrinos, cosmic rays,
and gravitational waves.410

The primary goals of the program are: (1) To allow
participating observatories to share their data with one
another with strict anonymity, confidentiality and in ac-
cordance with their blind analysis procedures, (2) to en-
hance the combined sensitivity of participating observa-415

tories to astrophysical transients by enabling them to search
for coincidences in their sub-threshold archival data and
then in their sub-threshold real-time data and (3) to en-
able follow-up imaging of possible astrophysical sources
with minimal latency.420

In addition, AMON stores events from participating
observatories into its database to perform archival searches
for significant coincidences. AMON also receives events
and broadcasts them immediately to the astronomical com-
munity for follow-up.425

AMON will weave together existing and forthcoming
high-energy astrophysical observatories into a single vir-
tual system, capable of sifting through the various data
streams in near real-time, identifying candidate and high-
significance multimessenger transient events, and provid-430

ing alerts to interested observers. AMON represents a
natural next step in the extension of the global astronom-
ical communitys vision beyond the EM spectrum.

Detection from one messenger and non-detection from
a different messenger can also be informative [45]. AMON435

is structured as an open and extensible network, with an
Memorandum of Understanding (MOU) that allows straight-
forward incorporation of new triggering and follow-up
facilities.

Participants in AMON can be characterized as either440

”triggering”, ”follow-up” or both. Triggering participants
are generally wide field-of-view observatories that feed
a stream of sub-threshold events into the AMON frame-
work. These events are processed to search for tempo-
ral and spatial correlations, leading to AMON-generated445

”alerts”. Follow-up participants generally search for elec-
tromagnetic counterparts to the alerts with high-throughput,
smaller field-of-view instruments.

The sensitivities of the non-electromagnetic observa-
tories are naturally limited, with rates of detection for450

transient events of publishable significance known or ex-
pected to be low, approximately a handful up to a few
dozen per year. [46]

During the intervals prior to and between detection
of these rare high-significance events, the multimessen-455

ger facilities will be buffeted by signals from a far greater
number of lower-significance events that will be statis-
tically indistinguishable from background or noise pro-
cesses. Such ”subthreshold” events are, by definition, un-
recoverable as astrophysical signals in the data stream of460

any individual facility. However, if they are accompanied
by a subthreshold signal in another multimessenger chan-
nel they can be identified, and potentially achieve high
significance, via careful coincidence analysis of the data
streams from multiple facilities. [46]465

In this paper I present the scientific case of a real time
photon alert of the Pierre Auger Observatory (PAO) for
AMON and describe its important elements.

4. Pierre Auger Observatory - Triggers

The Pierre Auger Observatory is the world’s largest470

ultra-high energy cosmic ray detector, located at an alti-
tude of about 1400 m above sea level near Malarge, in the
province of Mendoza, Argentina. It provides an unprece-
dented sensitivity to search for photons at UHEs due to
its vast collecting area, and also a large integrated aper-475

ture for the search of photons with energy above 100 PeV.
The observatory is a hybrid detector, a combination of a
large surface detector array (SD) and fluorescence detec-
tors (FD). The SD consists of 1660 water Cherenkov par-
ticle detectors of a surface of 10 m2 each, covering an area480

of 3000 km2 on a grid with 1.5 km spacing (SD-1500),
and a smaller area extension to a lower energy threshold
with an infill grid with a detector spacing of 750 m (SD-
750). The FD includes 27 individual fluorescence tele-
scopes overlooking the SD array from four different sites.485

There are also other extensions of the observatory not men-
tioned here, that can be looked up for example in Ref. [4].
While the SD has a duty cycle of nearly 100%, the FD can
only operate on dark clear nights resulting in a duty cycle
of 10-15%. The hybrid design of the Pierre Auger Ob-490

servatory has a great advantage of providing a variety of
composition-sensitive parameters, which offer an excel-
lent opportunity to search for photons in the cosmic ray
flux at ultra high energies.

Delayed air showers. The assumption of delayed air shower495

development is, that at the highest energies the pair pro-
duction formation length gets elongated so much that the
destructive interference of the fields associated with the
atoms and particles nearby the primary suppresses the
pair production process in the upper atmosphere, thus500

delaying the first interaction and the consequent air shower
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development. This is so-called LPM effect [53–55], a stan-
dard in air shower modelling [56].

It is important to note that the LPM suppression is sen-
sitive to the possible LIV effects including both increase505

and reduction of the pair production formation length.
While the former would strengthen the UHE photon dis-
crimination power based on delayed air shower develop-
ment, the latter would do the opposite: reduce or even
invert the LPM effect, and hence make photon-induced510

air showers develop more similarly to those initiated by
nuclei.

The present state-of the art photon identification meth-
ods involving the expectation of a delayed development
of an air shower induced by a photon assume the stan-515

dard LPM effect, without any LIV effects.

4.1. The role of a triggering observatory in AMON
From all the possibilities within the PAO in this pa-

per two topics are dealt with: the first is the contribution
to real-time photon search with the Auger data, the sec-520

ond is to develop photon triggers for AMON for multi-
messenger studies.

From the Auger datasets of interest to AMON are not
the UHE hadrons (because they are deflected by (poorly
known) magnetic fields and have therefore a delayed ar-525

rival), but the UHE Galactic neutrons, UHE photons and
UHE neutrinos.

4.2. UHE Photons withe the PAO
The PAO provides an unprecedented integrated aper-

ture for the search of photons with energy above 100 PeV.530

There are recent results including the diffuse search for
photons and the directional search for photon point sources.
The derived limits are of considerable astrophysical inter-
est: Diffuse limits place severe constraints on top-down
models and start to touch the predicted GZK photon flux535

range while directional limits can exclude the continua-
tion of the electromagnetic flux from measured TeV sources
with a significance of more than 5s and also prospects of
neutral particle searches for the upcoming detector up-
grade AugerPrime are highlighted in Ref. [3] and [4].540

There are two ways to search for photons, with its
properties used for photons identification:

1. Events observed by SD-alone:
• Radius of curvature R and;
• Risetime t1/2 (at 1000 m from the shower core);545

2. Search for photons with hybrid events
• (Larger) Xmax (FD) - what means that g-induced

showers reach maximum deeper in the atmo-
sphere than nucleonic ones, see fig. 3;

• Signal at a given distance is smaller (SD);550

• Fewer triggered stations (SD);

Figure 3: Variation of depth of air shower maximum with the primary
energy: data collection and model predictions for different primaries.
Figure taken from [41].

The two main discriminating observables, the radius
of curvature of shower front and the time structure of
shower front (risetime) are both correlated to Xmax. A
Larger Xmax results in a larger curvature and therefore555

smaller radius. The reason for the risetime is due to the
muonic component, since the µ are less delayed than e
and g. (The risetime is the time it takes the amplitude of
the signal to go from 10% to 50%.)

The different variables can be combined to multivari-560

ate analysis observables. With UHE Photons (1-100 EeV),
which have a loss length up to 30 Mpc (comp. fig. 4),
there is the opportunity for AMON to identify nearby
AGN flares, nearby sources of UHECRs (e.g. tidal disrup-
tions, pulsars) and galactic sources. Another advantage565

of these UHE photon searches is the lower energy thresh-
old than for neutrons. The AMON alerts with ”photon”-
like showers have a relaxed threshold compared to stan-
dard Auger searches.

The absence of point source photons does not mean570

that sources are extragalactic, they may be produced in
transient sources (e.g. GRB or SN), may be emitted in
jets not pointing to Earth, or may be EeV protons from
sources with much lower optical depth (comp. to TeV
sources).575

4.2.1. Variables
Auger Triggers. The ”new triggers” in Auger can be com-
bined and used as a quick and rough discriminating ob-
servable. In June 2013, the Observatory installed across
the entire array two additional SD T1 triggers [57]. These580

triggers build upon the ToT trigger in two ways, applying
more sophisticated analysis to the event signal. The time-
over-threshold-deconvolved (ToTd) trigger deconvolves
the exponential tail of the diffusely reflected Cherenkov
light pulses before applying the ToT condition. This has585

the effect of reducing the influence of muons in the trig-
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Figure 4: Attenuation length of different kinds of particles as compared
to the distance to the nearest BL Lac (blue horizontal line) and the size
of the Universe (upper bound of the plot). The green line corresponds to
photons, blue to neutrons and red (shown for comparison) to protons.
Figure taken from [34].

ger, since the typical signal from a muon, with fast rise
time and ⇡ 60 ns decay constant, is compressed into one
or two time bins. The multiplicity-of-positive-steps trig-
ger (MoPS), on the other hand, counts the number of positive-590

going signal steps in two of three photo-multiplier tubes
(PMTs) within a 3 s sliding window. The steps are re-
quired to be above a small signal energy value (⇡ 5·RMS
noise) and below a moderate value (⇡ 12 vertical muon
step). This reduces the influence of muons in the trig-595

ger. Both the ToTd and MoPS triggers also require the in-
tegrated signal to be above ⇡ 0.5 VEM. (The Cherenkov
light recorded by a surface detector is measured in units
of the signal produced by a muon traversing the tank on a
central vertical trajectory. This unit is termed the Vertical600

Equivalent Muon (VEM). The goal of the surface detector
calibration is to measure the value of 1 VEM in hardware
units. During shower reconstruction, the signal recorded
by the tanks is converted into units of VEM, and the to-
tal shower energy and arrival direction are fitted using a605

lateral distribution function and energy conversion based
upon hybrid analysis using the FD measurements. The
conversion to units of VEM is done both to provide a
common reference level between tanks and to calibrate
against the detector simulations.) Because these triggers610

minimize the influence of single muons, they reduce the
energy threshold of the array, while keeping random trig-
gers at an acceptable level. Thus they improve the energy
reach of the SD, as well as improve the trigger efficiency
for photon and neutrino showers. [4]615

5. Data Analysis

The first steps in this work are to reproduce results
(see fig. 5) from the earliest attempts in investigating and
rough and quick discriminating variable to send an pho-
ton trigger from the PAO to AMON. This is done with620

data from Herald [61]. The CDAS (central data acquisi-
tion system) Herald is an automatic reconstruction run-
ning in the Lyon cluster. It uses the CDAS [4] reconstruc-
tion used to deliver the ICRC data set. The used her-
ald distribution includes all data up to 31/5/2017. This625

version is corrected for weather and geomagnetic effects.
Herald uses latest stable CDAS release to perform recon-
structions for SD-1500 and SD-750 array. As is further de-
scribed on the website, the ASCII format gives access to
48 shower reconstruction variables and quality. The web-630

site also lists a number of suggested cuts that should be
applied.

Figure 5: Preliminary results from previous working group obtained in
2015.

This rough and quick discriminating variable is the ra-
tio of numbers of stations with new triggers to the num-
ber of all triggered stations plotted over another SD vari-635

able, S1000.

5.1. Results and Discussion
In fig. 6 results are shown, using stations farther than

a certain distance (900 m) from the shower axis, at a range
where the difference between photon and hadron show-640

ers is more pronounced. A satisfactory qualitative agree-
ment with the three-year old previous study has been found,
see figures 5 and 6. The difference must be due to the evo-
lution of the Auger analysis software.

For fitting the data in the selected region, in both fig-645

ures 5 and 6, the following function

f (x) = p0 + ep1 + p2·x (4)

has been used. The values of the best fit, the parameters
p0, p1 and p2, are provided in fig. 6.
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Figure 6: Trigger ratio vs S1000.

6. Summary and Conclusion

In the highest observed energy region, the suppres-650

sion of the flux above about 6·1019 eV, which corresponds
to the so-called ”Greisen- Zatsepin-Kuzmin (GZK) cut-
off energy”, is confirmed by the results from the High-
Resolution Flys Eye (HiRes) and the Pierre Auger Obser-
vatory (Auger). Summarizing the spectra observed from655

1014 to 1020 eV with world wide experiments, there is still
room for further investigations on the energy scale and
the flux of primary cosmic rays. In order to establish the
energy scale, it is necessary not only to understand the
optical technique further, but also to determine the pri-660

mary species in the highest energy region. Also, it is im-
portant to make more detailed measurements on the en-
ergy spectrum in the 1017 - 1018 eV region. To observe
the super-GZK events and the anticipated recovery of the
spectrum above the GZK cutoff, the search for the end of665

cosmic-ray energy spectrum will be continued even after
a century since the discovery of cosmic rays in 1912.

The image of a mixed composition around the ankle
and a heavier composition at the highest energies is strength-
ened by different composition studies, and by anisotropy670

searches at small angular scales at the highest energies.
The present photon limits also disfavour pure proton com-
position models. Top-down models were already disfavoured
by results on UHE neutrino and photon fluxes, leading to
an astrophysical source explanation, but no clear clue on675

any existing UHECR source has been revealed so far. The
hint of dipolar structure in the arrival direction is a step
forward in the understanding of the transitions between
the galactic and extragalactic components. The compari-
son of measurements with model predictions remains a680

delicate operation, knowing that serious hints for defi-
ciencies in UHE interaction models have been observed.
The astrophysical scenario resulting from Auger measure-
ments is very complex and cannot at present be under-
stood in terms of a unique interpretation for the sources,685

propagation and composition of the UHECRs. The great
value of these overall results will be reinforced by the
knowledge of the nature of the UHECR primaries, event

by event. This will be the key to answering the open ques-
tions on the highest energy and the suppression region.690

Search for ultra-high energy photons is an interest-
ing field with high discovery potential. With new trig-
gering algorithm and additional composition sensitivity
of the planned upgrade of the Pierre Auger Observatory
”AugerPrime” will increase the sensitivity to photons sig-695

nificantly. By 2024 it is expected to lower the photon lim-
its with the PAO to reach the band of even conservative
predictions for GZK photons - or discover ultra-high en-
ergy photons. It is expected that the limits will improve
further, mainly at the low-energy end, due to optimized700

trigger algorithms. So it is just a matter of time until A)
EeV photons are detected (with sufficient statistics), what
would open a new window of astronomy, or B) the exis-
tence of EeV photons is disproved, what would role up
the current understanding of physical principles. The di-705

rectional search will also profit from the upgrade enabling
sophisticated point source studies or even allow a detec-
tion of photons from specific sources.

The astrophysical puzzle is not only the pure existence
of particles with energies exceeding 1020 eV, but added to710

the puzzle is the fact that the reconstructed directions of
UHECRs do not point back to astrophysical sources [63].

Determining the UHECR mass composition, includ-
ing identification of photons or setting upper limits on
their fluxes ([4]), is an effort towards distinguishing be-715

tween the two major classes which should give a hint
on photon production and properties at the highest en-
ergies. Moreover, it is worth emphasizing that any result
on UHE photons, including non-observation, is meaning-
ful for the foundations of physics at the highest energies,720

allowing constraints on e.g. Lorentz invariance violation
(LIV), QED nonlinearities, space-time structure or the al-
ready mentioned ”top-down” scenarios (sec. 2.3.2). [3]
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Developing a real time photon search for The Astrophysical Multimessenger
Observatory Network with the Pierre Auger Observatory
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Abstract

With the recent discovery of gravitational waves and high-energy cosmic neutrinos, we are witnessing the beginning
of a new era in multimessenger astronomy. The exploration of the Universe through these new messengers, along with
electromagnetic radiation and cosmic rays, gives us new insights into the most extreme energetic cosmic events, envi-
ronments and particle accelerators. The large collection area of the Pierre Auger Observatory (PAO) and the availability
of a variety of composition-sensitive parameters provide an excellent opportunity to search for photons in the cosmic
ray flux above 1018 eV. Upper limits published previously, using data from the Observatory, placed severe constraints
on top-down models. Now, the increase in exposure by more than a factor 2 since 2008 together with the combination
of different observables means that the detection of GZK-photons predicted using bottom-up models is almost within
reach. In this paper the status of these investigations and perspectives for further studies are summarized. Current
results on triggering variables for photons from the PAO for The Astrophysical Multimessenger Observatory Network
(AMON) are presented and their implications will be discussed.

Keywords: GZK effect, showers: air, photon: showers, showers: energy, cosmic rays, air showers, Ultra High Energy
Photons, Pierre Auger Observatory, PAO, Trigger, New Triggers, MoPS and ToTd, data analysis, real time photon
search, Astrophysical Multimessenger Observatory Network, AMON

1. Introduction

Multi-messenger astrophysics is a quest to use the mes-
senger particles of all four of natures fundamental forces
to explore the most energetic phenomena in the universe
based on the coordinated observation and interpretation5

of disparate ”messenger” signals. The four extrasolar mes-
sengers are electromagnetic (EM) radiation, gravitational
waves, neutrinos, and cosmic rays (CRs). They are cre-
ated by different astrophysical processes, and thus reveal
different information about their sources. Just one exam-10

ple these facilities collectively promise is the resolution of
the mystery surrounding the origins of ultra high energy
cosmic rays (UHECR).

The main multi-messenger sources outside the helio-
sphere are expected to be compact binary pairs (black holes15

(BH) and neutron stars (NS)), supernovae, irregular neu-
tron stars (INS), gamma-ray bursts (GRB), active galactic
nuclei (AGN), and relativistic jets [1, 2].

In order to interpret cosmic ray observations, detailed
modelling of propagation effects invoking all important20

messengers is necessary. There is a correlation between
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acceleration sites of UHE cosmic rays and the emission
of high-energy photons and neutrinos. The observation
and interpretation of these particles in different energy
regimes in a so-called multi-messenger approach allows25

for maximizing the scientific information and will increase
the chances of identifying the sources of UHE cosmic rays.

In addition to the nuclear component of the UHE Cos-
mic Rays, a substantial photon flux, with fractions up to
50% at the highest energies, is expected according to the30

predictions of the non-acceleration models. Fractions at
the level of 0.1% expected from the decay of neutral pions
produced in the interaction of nucleons with the cosmic
microwave background (GZK effect). Discrimination be-
tween the different scenarios for the origin of the UHECR35

is possible, based on observables sensitive to the distinc-
tive characteristics of extensive atmospheric showers (EAS).
Deviation of data from expectations for showers induced
by nuclear primaries can offer a clear signature for pho-
tons, detectable by fluorescence telescopes as well as by40

arrays of surface detectors.
The detection of primary photons at these extreme en-

ergies will open a new window to the Universe, with large
impact also on fundamental physics. So far no obser-
vation of UHE photons has been claimed, but stringent45

limits on their fraction in the integral CR flux have been
placed [3, 4]. These limits help to reduce uncertainties
related to photon contamination in other air shower mea-
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Figure 1: Energy spectrum of primary cosmic rays. Results from Akeno-
AGASA, which cover the energy range (1015-1020 eV), are shown by red
closed and open circles. Direct observations with balloon- and satellite-
borne detectors are plotted as dots below the knee, around 1015 eV. Ti-
bet results, which cover the energy region below and above the knee, are
plotted as blue circles. In the high- est energy region, results from HiRes
and Auger are shown as open black circles and open blue squares, re-
spectively. The overall spectrum is expressed by a power law from 1011

to 1020 eV with only small changes of slope around 1015.5 eV (the knee),
1017.8 eV (the second knee) and 1019 eV (the ankle). Figure taken from
[5].

surements like the determination of the primary compo-
sition and of energy spectrum and the derivation of the50

proton-air inelastic cross-section.

The paper is structured as follows: In Section 2 I start
with providing an introduction on observations in sec.
2.1 and 2.2. In 2.3 possible origins of cosmic rays are55

discussed. Section 2.4 explains the connection between
cosmic rays and photons and what we can explore with
them. In sec. 3 and 4 an short introduction to AMON and
the PAO respectively is given. Section 5 presents a discus-
sion of my work so far and an outlook of the work to be60

done, before sec 6 presents my summary and conclusions.

2. Ultra High Energy Photons

2.1. The energy spectrum of cosmic rays
The CR spectrum extends over many orders of mag-

nitude, reaching energies above 1020 eV, this is millions65

of times greater than the energies achieved in the most
powerful accelerators on Earth (see fig. 1).

Ultra high energy cosmic rays denotes a cosmic ray
particle with kinetic energy > 1018 eV and extreme energy
cosmic ray (EECR) is a UHECR with energy exceeding70

5·1019 eV (about 8 joule), the so-called GZK limit. Experi-
mental work is being done, gathering information about
particles arriving at Earth, and also theoretical work re-
garding models of possible sources. In the high energy
region of fig. 1 there are two important characteristics ob-75

served:

• The ankle, which could represent the transition from
a galactic power-law behaviour (power-law energy
flux of J µ E�g) to an extragalactic contribution, or
it could be a ”dip” due to e± pair production in a80

cosmic-ray spectrum that is dominated by protons
of extragalactic origin.

• A cut-off at ⇡ 4·1019 eV, which is found with more
than 20s significance and could be related to the
GZK effect or to the maximum energy reached by85

the acceleration sources (”bottom-up” models).

The spectrum (fig. 1) flattens from a power law with
index (3.29 ± 0.02(stat) ± 0.05(sys)) to one with index
(2.60 ± 0.02(stat) ± 0.1(sys)) at Eankle = 4.8 ± 0.1 ± 0.8 EeV.
A clear suppression is observed at a significance in excess90

of 20s beyond Es = 42.1 ± 1.7 ± 7.6 EeV, the energy at
which the differential flux is reduced to one-half of that
expected from the extrapolation of the power law above
the ankle. [6]

2.2. The GZK limit95

The Greisen-Zatsepin-Kuzmin limit (GZK limit) is a
theoretical upper limit on the energy of cosmic ray pro-
tons travelling from other galaxies through the intergalac-
tic medium to our galaxy. The limit is 5 · 1019 eV (or about
8 joules). The limit is set by slowing-interactions of the100

protons with the microwave background radiation over
long distances (⇡ 160 million light-years). The limit is at
the same order of magnitude as the upper limit for en-
ergy at which cosmic rays have experimentally been de-
tected. The GZK limit is derived under the assumption105

that UHECRs are protons.
It is computed based on interactions between cosmic

rays and the photons of the cosmic microwave background
radiation (CMB). Predicted that cosmic rays with ener-
gies over the threshold energy of 5 · 1019 eV would in-
teract with CMB photons (gCM B), relatively blueshifted
by the speed of the cosmic rays, to produce pions via the
D-resonance,

gCMB + p ! D+ ! p + p0 , (1)

or
gCMB + p ! D+ ! n + p+ . (2)

Pions produced in this manner proceed to decay in the
standard pion channels - ultimately to photons for neutral
pions, and photons, positrons, and various neutrinos for
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positive pions. Neutrons decay also to similar products,110

so that ultimately the energy of any cosmic ray proton is
drained off by production of high energy photons plus
(in some cases) high energy electron/positron pairs and
neutrino pairs.

The pion production process continues until the cos-115

mic ray energy falls below the pion production thresh-
old. Due to the mean path associated with this interaction,
extragalactic cosmic rays travelling over distances larger than
50 Mpc (163 Mly) and with energies greater than this threshold
should never be observed on Earth. This distance is also known120

as GZK horizon.
The GZK limit should be the maximum energy of a

cosmic ray protons, since higher-energy protons would
have lost energy over that distance due to scattering from
photons in the cosmic microwave background (CMB). It125

follows that EECR could not be survivors from the early
universe, but are cosmologically ”young”, emitted some-
where in the Local Supercluster by some unknown phys-
ical process.

Measurements by the largest cosmic-ray observatory,130

the Pierre Auger Observatory (see sec. 4), suggest that
most UHECRs are heavier elements. In this case, the ar-
gument behind the GZK limit does not apply in the origi-
nally simple form and there is no fundamental contradic-
tion in observing cosmic rays with energies that violate135

the limit.
If an EECR is not a proton, but a nucleus with A nu-

cleons, then the GZK limit applies to its nucleons, which
carry only a fraction 1/A of the total energy of the nu-
cleus. For an iron nucleus, the corresponding limit would140

be 2.8 · 1021 eV. These particles are extremely rare; be-
tween 2004 and 2007, the initial runs of the Pierre Auger
Observatory (PAO) detected 27 events with estimated ar-
rival energies above 5.7 · 1019 eV, i.e., about one such event
every four weeks in the 3000 km2 area surveyed by the145

observatory.
Given the small numbers of UHECRs on which the

PAO results are based, some care must be taken with sta-
tistical methods, both to ensure that all the available infor-
mation is utilised and to avoid over-interpretation. These150

aims are achieved by adopting a Bayesian approach in
which the relevant stochastic processes (e.g. the GZK in-
teractions of the UHECRs with the CMB, deflection by
the Galaxys magnetic field, measurement errors) are ex-
plicitly modelled.155

Even though the details of some of these processes are
not well known (most relevantly the strength of the mag-
netic fields and the energy calibration of the UHECRs),
such uncertainties are accounted for by marginalisation.

There is evidence that these highest-energy cosmic rays160

might be iron nuclei, rather than the protons that make up
most cosmic rays. [7]

In the past, the apparent violation of the GZK limit has
inspired cosmologists and theoretical physicists to sug-165

gest other ways that circumvent the limit. These theories

propose that ultra-high energy cosmic rays are produced
nearby our galaxy or that Lorentz covariance is violated in
such a way that protons do not lose energy on their way
to our galaxy.170

These observations appear to contradict the predic-
tions of special relativity and particle physics as they are
presently understood. However, there are a number of
possible explanations for these observations that may re-
solve this inconsistency.175

• The observations could be due to an instrument er-
ror or an incorrect interpretation of the experiment,
especially wrong energy assignment.

• The cosmic rays could have local sources well within
the GZK horizon (although it is unclear what these180

sources could be).

• Cosmic rays are mostly heavier nuclei with A nu-
cleons. This pushes the effective GZK limit for the
whole nucleus up (factor A). For iron nuclei (the
heaviest abundant element in cosmic rays) the cor-185

responding energy limit is well beyond the energies
of detected ultra-high-energy cosmic rays.

Several theoretical models present explanation of the
non-observation of UHE photons possibly produced as a
consequence of aforementioned scenarios. For example,190

in Lorentz Invariance Violation (LIV) scenarios based on
the concept of photon decay (see Ref. [8] for a review
on various concepts) the lifetime of a UHE photon would
be extremely short (⌧ 1 s), which would dramatically re-
duce its chances of reaching the Earth. On the other hand,195

one might approach observing the result of a UHE photon
decay, an extensive cascade composed mainly of photons
below the decay threshold. These cascades can be con-
sidered in a general way, regardless of the primary pro-
cess, and call them cosmic-ray cascades (CRC) or super-200

preshowers (SPS, more see sec. 2.4.1) (per analogiam to the
preshower effect of a UHE photon with the geomagnetic
field - see e.g. Ref. [9] and references therein).

Several approaches to quantum gravity predict LIV at
high energies (e.g. Horava-Lifshitz [10]). (Lorentz vio-205

lations are allowed in string theory, supersymmetry and
Horava-Lifshitz gravity.)

• If Lorentz-invariance is broken, the reaction thresh-
old may be upshifted (and Universe becomes trans-
parent for UHE photons) ) no observed cut-off [11]210

2.3. Origin of cosmic rays
There are two different approaches that try to describe

the origin of these UHECRs, namely due to particle ac-
celeration, called ”bottom-up” model and exotic models,
called ”top-down” model.215
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2.3.1. Particle acceleration - ”bottom-up”
Here the four most prominent mechanisms are men-

tioned in short. The first is the fermi acceleration on shock
waves, where the energy depends on the sources size, its
magnetic field and the particle charge. The second source220

for UHECRs could be supernova remnants, which maxi-
mum energy attainable is limited (. 1015 eV). Higher en-
ergies can be reached in larger objects or in stronger mag-
netic fields, with examples for this third solution: active
galactic nuclei (AGN, also see sec. 2.4.2), or colliding galax-225

ies. The high magnetic fields and strong astrophysical
shocks observed in some of these objects are expected to
be responsible for the acceleration of cosmic rays up to
the highest observable energies. But its not certain if the
particles with the highest observed energies can be pro-230

duced there. And fourth the before mentioned GZK effect
(interaction with microwave background photons) which
limits the range of particles with the highest energies.

Gamma-ray bursts (GRBs) are just a small fraction of
UHECR and would (probably) not contribute to the ultra235

high energy photons, because they come from far away,
isotropically in the universe and loose most of the energy
on its way.

Just to mention in short one of the models of GRBs
that may contribute to UHE photons are the traditional240

or ”classical” long-duration, high-luminosity gamma-ray
bursts (HL-GRBs). They are the most common type of
GRB detected by satellite experiments, being observed
as bright seconds- to minutes-long bursts of g-radiation
from high-redshift (z=1). HL-GRBs are believed to arise245

when a massive star (M ⇡ M�) undergoes a core col-
lapse to a black hole (BH); confirmation of this ”collapsar”
model [12] for the HL-GRBs has been most dramatically
provided by spectroscopic observations of ensuing type
Ibc super-novae (SNe), with other lines of evidence also250

contributing [13].

2.3.2. Exotic models - ”top-down”
Particles with the highest observed energies may not

be the result of acceleration, but rather a product of inter-
actions or decays of particles yet to be discovered directly.255

Some of the proposed scenarios of cosmic ray produc-
tion are superheavy dark matter (SHDM, [16–19]) - possibly
concentrated near galaxies/clusters, which are metastable
particles that could decay or annihilate, relic topological de-
fects (TD; monopoles, cosmic strings or others [20, 21]) -260

which undergo decays and produce cascades of energetic
particles, the before mentioned ”Z-Burst” (ZB) model - in
which highest energy neutrinos annihilate on background
antineutrinos, producing Z bosons (Z-resonance) that de-
cay into observed particles (producing secondary protons,265

neutrinos and photons) [22–24], and others [25–29].
All these models predict a large fraction of photons and neu-

trinos (tens of percent) in the cosmic rays of highest energies.
And therefore UHE photons would be a smoking gun for non-
acceleration models!270

2.4. UHE Photons - gUHE
The search of UHE photons can help to solve these

before-mentioned mysteries. The photon and the electron
are observed fundamental particles and their interactions
are well understood. Photons, as the gauge bosons of the275

EM force, at such enormous energy are unique messen-
gers and probes of extreme and, possibly, new physics.
Propagation features of UHE photons are sensitive to the
MHz radio background [30]. The photon flux at Earth is
also sensitive to extragalactic magnetic fields [31].280

Already a small sample of photon-induced showers
may provide relatively clean probes of aspects of quan-
tum electrodynamics (QED) and quantum chromodynam-
ics (QCD) at ultra-high energy via the preshower process
and photonuclear interactions (see, e.g., [32]).285

For sources more than a few tens of Mpc away the
energy in the produced UHE-photon population may go
into the development of a full electromagnetic cascade,
with the energy flux arriving mainly at GeV-TeV energies,
such sources either contributing to the diffuse gamma-290

ray background at these energies, or being individually
resolvable in some scenarios, depending on the strength
of the inter- or extragalactic magnetic fields. However,
for a more nearby source, the electromagnetic cascades
development has insufficient time to develop, with only295

the appreciable production of a first generation of UHE
photons, leading to their contribution to the diffuse UHE
photon background. Thus, the search for UHE photons in the
arriving UHECR flux can provide information about the local

UHECR sources on these scales.300

Photon-induced showers are mostly electromagnetic
with the first interaction dominated by electron-positron
pair production in the Coulomb field. At the highest en-
ergies (above 10 EeV) two additional effects come into
play: the Landau, Pomeranchuk and Migdal (LPM) ef-305

fect and preshower in the geomagnetic field (for more see
sec. 2.4.1).

It is interesting to check whether UHE photon prop-
agation could be affected by the presence of axions or
scalar bosons. The formal requirements for photon-axion310

conversion regarding photon energy and magnetic field
strength, appear to be fulfilled [33]. Photon conversions
to non-electromagnetic channels may differ from the stan-
dard QED process due to an absence of electromagnetic
sub-cascade. Photon-axion conversion may ultimately in-315

crease the propagation distance of the UHE photons thus
allowing to identify distant sources [34].

Above the GeV energy range, photons cannot conceiv-
ably be generated by thermal emission from hot celes-
tial objects. Instead, UHE photons probe the non-thermal
Universe where other mechanisms allow the concentra-
tion of large amounts of energy into a single particle. Typ-
ically, the production is associated with the decay of a
neutral pion previously produced by a primary process
(compare eq. (1)). UHE photons are mainly produced as
either secondaries of the photo-pion production (GZK ef-
fect) of nuclei with a photon fraction at Earth of ⇡ 0.1-1%
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[35], or are a product in top-down models with a photon
fraction at Earth of & 10% (up to c.a. 50%) [36]. The main
production process at UHE are photo-pion interactions
where a nucleon N interacts with a background photon
g producing charged and neutral pions (see eq. (1) and
(2)) in a GZK-type process. In the channel that conserves
the charge of the original nucleon mostly neutral pions
are produced which decay into secondary gamma rays

p0 ! g + g . (3)

UHECR protons undergo these photo-pion interaction
with background radiation fields (predominantly the CMB)
producing both neutral and charged pions and hence a320

secondary UHE photon and neutrino flux around the source
region. With the propagation of these UHE photons in
turn being limited through gg interactions with background
photons, a region of space should exist around the source
in which this UHE-photon flux is maximal. Due to the325

gg cross-section and the dominant photon background
targeting to these photons, the cosmic radio background
(CRB) the interaction lengths for this process, above thresh-
old, are a few Mpc. Thus, the distance for which the gen-
erated UHE photon flux is maximum would lie between a330

few Mpc and a few tens of Mpc from the source. It shall be
noted here that though the CMB presents a much larger
photon background target in terms of number density, the
interaction of UHE photons (and UHE electrons) with it
is suppressed due to the Klein Nishina suppression in the335

cross section for center-of-mass energies.
Depending on the energy of interest, other produc-

tion mechanisms may become important, such as photons
from photo-disintegration, elastic scattering, pair-production
processes, radiative decay or synchrotron emission. The340

highest energies in the universe are only indirect accessi-
ble, e.g. via extensive air showers.

2.4.1. Super-preshowers
The complexity of the UHECR puzzle indirectly sup-

ports an alternative scenario that could be capable of gen-345

erating UHE particles without an absolute need for cor-
relation with the sources. While gravitational properties
of SHDM particles are rather unquestioned, the distribu-
tion of SHDM particles seems to be disputable, e.g. not
every galaxy can be an SHDM source. It is for instance350

not clear in the case of our Galaxy [37]. If SHDM dis-
tribution is not too far from uniform on a scale of su-
per galaxy cluster, or if the propagation horizon of UHE
photons is more limited than we extrapolate, we might
not see SHDM sources. On the other hand, conclusions355

about the constraints on the sources or processes lead-
ing to the production of UHE photons require a num-
ber of fundamental assumptions concerning the electro-
dynamics at the grand unified theory (GUT) energies [38],
hadronic properties of UHE photons, or space-time struc-360

ture [39]. Also, modelling the propagation of UHE pho-
tons through the intergalactic, interstellar and even inter-

Figure 2: A basic observational classification of super-preshowers. Dif-
ferent classes refer to different widths of spatial and temporal distribu-
tions of super-preshower particles. The question marks represent the
uncertainties about the fundamental physisc processes at E=1020 eV or
larger. Figure taken from [41].

planetary medium requires assumptions difficult to ver-
ify. In addition uncertainty about the physics processes
at GUT energies, i.e. expectations of deviations from the365

Standard Models in cosmology and particle physics be-
cause of the apparent difficulties in reconcilement between
theories of General Relativity and Quantum Field Theory
(see e.g. Ref. [40]). Therefore, any conclusions where the
GUT uncertainties are involved, in particular the conclu-370

sions based on the upper limits to UHE photons, are dis-
putable. Physical mechanisms which lead to a cascading
of most of the UHE photons before they reach the Earth
and consequently shrink their astrophysical horizon are
illustrated in Fig. 2. Given the occurrence of such mech-375

anisms or processes in reality, UHE photons have little
chance to reach the Earth, and what can be observed on
the Earth is the resulting particles most likely in a form
of large electromagnetic cascades. One example of such a
cascading process is the preshower effect [9] which is due380

to an interaction of a UHE photon and secondary elec-
trons with the geomagnetic field. Although this does not
produce an extended cascade, a generalized notion to the
same phenomena to a UHE photon travelling towards the
Earth through close distance of the Sun can produce an385

extended cascade at the Earth. Particles (mainly photons
and a few electrons/positrons) in a cascade initiated due
to preshower effect in the geomagnetic field have very
narrow spatial and temporal extents and fall under class
”A”. For same effect occurring at the vicinity of the Sun,390

one would expect particles with narrow time distribution
but large spatial extent as the cascade arrives at the top of
the Earths atmosphere (class C). Also, other less known
scenarios might cause distribution of arrival times of the
particles quite extended with narrow spatial distribution395
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(class B), or both distributions are extended (class D).

2.4.2. UHE Photons from AGN
First-order Fermi acceleration in collisionless shocks is

supposed to operate in the central regions of active galac-
tic nuclei (AGNs). Most of the shock energy is channeled400

into relativistic protons. Protons are effectively ”cooled”
as a result of interactions with the soft radiation produced
by accreting matter. Among final products of such colli-
sions are UHE photons.

3. AMON405

The Astrophysical Multimessenger Observatory Net-
work (AMON) [44] provides a framework for correlating
high energy astrophysical signals across all possible as-
tronomical messengers: photons, neutrinos, cosmic rays,
and gravitational waves.410

The primary goals of the program are: (1) To allow
participating observatories to share their data with one
another with strict anonymity, confidentiality and in ac-
cordance with their blind analysis procedures, (2) to en-
hance the combined sensitivity of participating observa-415

tories to astrophysical transients by enabling them to search
for coincidences in their sub-threshold archival data and
then in their sub-threshold real-time data and (3) to en-
able follow-up imaging of possible astrophysical sources
with minimal latency.420

In addition, AMON stores events from participating
observatories into its database to perform archival searches
for significant coincidences. AMON also receives events
and broadcasts them immediately to the astronomical com-
munity for follow-up.425

AMON will weave together existing and forthcoming
high-energy astrophysical observatories into a single vir-
tual system, capable of sifting through the various data
streams in near real-time, identifying candidate and high-
significance multimessenger transient events, and provid-430

ing alerts to interested observers. AMON represents a
natural next step in the extension of the global astronom-
ical communitys vision beyond the EM spectrum.

Detection from one messenger and non-detection from
a different messenger can also be informative [45]. AMON435

is structured as an open and extensible network, with an
Memorandum of Understanding (MOU) that allows straight-
forward incorporation of new triggering and follow-up
facilities.

Participants in AMON can be characterized as either440

”triggering”, ”follow-up” or both. Triggering participants
are generally wide field-of-view observatories that feed
a stream of sub-threshold events into the AMON frame-
work. These events are processed to search for tempo-
ral and spatial correlations, leading to AMON-generated445

”alerts”. Follow-up participants generally search for elec-
tromagnetic counterparts to the alerts with high-throughput,
smaller field-of-view instruments.

The sensitivities of the non-electromagnetic observa-
tories are naturally limited, with rates of detection for450

transient events of publishable significance known or ex-
pected to be low, approximately a handful up to a few
dozen per year. [46]

During the intervals prior to and between detection
of these rare high-significance events, the multimessen-455

ger facilities will be buffeted by signals from a far greater
number of lower-significance events that will be statis-
tically indistinguishable from background or noise pro-
cesses. Such ”subthreshold” events are, by definition, un-
recoverable as astrophysical signals in the data stream of460

any individual facility. However, if they are accompanied
by a subthreshold signal in another multimessenger chan-
nel they can be identified, and potentially achieve high
significance, via careful coincidence analysis of the data
streams from multiple facilities. [46]465

In this paper I present the scientific case of a real time
photon alert of the Pierre Auger Observatory (PAO) for
AMON and describe its important elements.

4. Pierre Auger Observatory - Triggers

The Pierre Auger Observatory is the world’s largest470

ultra-high energy cosmic ray detector, located at an alti-
tude of about 1400 m above sea level near Malarge, in the
province of Mendoza, Argentina. It provides an unprece-
dented sensitivity to search for photons at UHEs due to
its vast collecting area, and also a large integrated aper-475

ture for the search of photons with energy above 100 PeV.
The observatory is a hybrid detector, a combination of a
large surface detector array (SD) and fluorescence detec-
tors (FD). The SD consists of 1660 water Cherenkov par-
ticle detectors of a surface of 10 m2 each, covering an area480

of 3000 km2 on a grid with 1.5 km spacing (SD-1500),
and a smaller area extension to a lower energy threshold
with an infill grid with a detector spacing of 750 m (SD-
750). The FD includes 27 individual fluorescence tele-
scopes overlooking the SD array from four different sites.485

There are also other extensions of the observatory not men-
tioned here, that can be looked up for example in Ref. [4].
While the SD has a duty cycle of nearly 100%, the FD can
only operate on dark clear nights resulting in a duty cycle
of 10-15%. The hybrid design of the Pierre Auger Ob-490

servatory has a great advantage of providing a variety of
composition-sensitive parameters, which offer an excel-
lent opportunity to search for photons in the cosmic ray
flux at ultra high energies.

Delayed air showers. The assumption of delayed air shower495

development is, that at the highest energies the pair pro-
duction formation length gets elongated so much that the
destructive interference of the fields associated with the
atoms and particles nearby the primary suppresses the
pair production process in the upper atmosphere, thus500

delaying the first interaction and the consequent air shower
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development. This is so-called LPM effect [53–55], a stan-
dard in air shower modelling [56].

It is important to note that the LPM suppression is sen-
sitive to the possible LIV effects including both increase505

and reduction of the pair production formation length.
While the former would strengthen the UHE photon dis-
crimination power based on delayed air shower develop-
ment, the latter would do the opposite: reduce or even
invert the LPM effect, and hence make photon-induced510

air showers develop more similarly to those initiated by
nuclei.

The present state-of the art photon identification meth-
ods involving the expectation of a delayed development
of an air shower induced by a photon assume the stan-515

dard LPM effect, without any LIV effects.

4.1. The role of a triggering observatory in AMON
From all the possibilities within the PAO in this pa-

per two topics are dealt with: the first is the contribution
to real-time photon search with the Auger data, the sec-520

ond is to develop photon triggers for AMON for multi-
messenger studies.

From the Auger datasets of interest to AMON are not
the UHE hadrons (because they are deflected by (poorly
known) magnetic fields and have therefore a delayed ar-525

rival), but the UHE Galactic neutrons, UHE photons and
UHE neutrinos.

4.2. UHE Photons withe the PAO
The PAO provides an unprecedented integrated aper-

ture for the search of photons with energy above 100 PeV.530

There are recent results including the diffuse search for
photons and the directional search for photon point sources.
The derived limits are of considerable astrophysical inter-
est: Diffuse limits place severe constraints on top-down
models and start to touch the predicted GZK photon flux535

range while directional limits can exclude the continua-
tion of the electromagnetic flux from measured TeV sources
with a significance of more than 5s and also prospects of
neutral particle searches for the upcoming detector up-
grade AugerPrime are highlighted in Ref. [3] and [4].540

There are two ways to search for photons, with its
properties used for photons identification:

1. Events observed by SD-alone:
• Radius of curvature R and;
• Risetime t1/2 (at 1000 m from the shower core);545

2. Search for photons with hybrid events
• (Larger) Xmax (FD) - what means that g-induced

showers reach maximum deeper in the atmo-
sphere than nucleonic ones, see fig. 3;

• Signal at a given distance is smaller (SD);550

• Fewer triggered stations (SD);

Figure 3: Variation of depth of air shower maximum with the primary
energy: data collection and model predictions for different primaries.
Figure taken from [41].

The two main discriminating observables, the radius
of curvature of shower front and the time structure of
shower front (risetime) are both correlated to Xmax. A
Larger Xmax results in a larger curvature and therefore555

smaller radius. The reason for the risetime is due to the
muonic component, since the µ are less delayed than e
and g. (The risetime is the time it takes the amplitude of
the signal to go from 10% to 50%.)

The different variables can be combined to multivari-560

ate analysis observables. With UHE Photons (1-100 EeV),
which have a loss length up to 30 Mpc (comp. fig. 4),
there is the opportunity for AMON to identify nearby
AGN flares, nearby sources of UHECRs (e.g. tidal disrup-
tions, pulsars) and galactic sources. Another advantage565

of these UHE photon searches is the lower energy thresh-
old than for neutrons. The AMON alerts with ”photon”-
like showers have a relaxed threshold compared to stan-
dard Auger searches.

The absence of point source photons does not mean570

that sources are extragalactic, they may be produced in
transient sources (e.g. GRB or SN), may be emitted in
jets not pointing to Earth, or may be EeV protons from
sources with much lower optical depth (comp. to TeV
sources).575

4.2.1. Variables
Auger Triggers. The ”new triggers” in Auger can be com-
bined and used as a quick and rough discriminating ob-
servable. In June 2013, the Observatory installed across
the entire array two additional SD T1 triggers [57]. These580

triggers build upon the ToT trigger in two ways, applying
more sophisticated analysis to the event signal. The time-
over-threshold-deconvolved (ToTd) trigger deconvolves
the exponential tail of the diffusely reflected Cherenkov
light pulses before applying the ToT condition. This has585

the effect of reducing the influence of muons in the trig-
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Figure 4: Attenuation length of different kinds of particles as compared
to the distance to the nearest BL Lac (blue horizontal line) and the size
of the Universe (upper bound of the plot). The green line corresponds to
photons, blue to neutrons and red (shown for comparison) to protons.
Figure taken from [34].

ger, since the typical signal from a muon, with fast rise
time and ⇡ 60 ns decay constant, is compressed into one
or two time bins. The multiplicity-of-positive-steps trig-
ger (MoPS), on the other hand, counts the number of positive-590

going signal steps in two of three photo-multiplier tubes
(PMTs) within a 3 s sliding window. The steps are re-
quired to be above a small signal energy value (⇡ 5·RMS
noise) and below a moderate value (⇡ 12 vertical muon
step). This reduces the influence of muons in the trig-595

ger. Both the ToTd and MoPS triggers also require the in-
tegrated signal to be above ⇡ 0.5 VEM. (The Cherenkov
light recorded by a surface detector is measured in units
of the signal produced by a muon traversing the tank on a
central vertical trajectory. This unit is termed the Vertical600

Equivalent Muon (VEM). The goal of the surface detector
calibration is to measure the value of 1 VEM in hardware
units. During shower reconstruction, the signal recorded
by the tanks is converted into units of VEM, and the to-
tal shower energy and arrival direction are fitted using a605

lateral distribution function and energy conversion based
upon hybrid analysis using the FD measurements. The
conversion to units of VEM is done both to provide a
common reference level between tanks and to calibrate
against the detector simulations.) Because these triggers610

minimize the influence of single muons, they reduce the
energy threshold of the array, while keeping random trig-
gers at an acceptable level. Thus they improve the energy
reach of the SD, as well as improve the trigger efficiency
for photon and neutrino showers. [4]615

5. Data Analysis

The first steps in this work are to reproduce results
(see fig. 5) from the earliest attempts in investigating and
rough and quick discriminating variable to send an pho-
ton trigger from the PAO to AMON. This is done with620

data from Herald [61]. The CDAS (central data acquisi-
tion system) Herald is an automatic reconstruction run-
ning in the Lyon cluster. It uses the CDAS [4] reconstruc-
tion used to deliver the ICRC data set. The used her-
ald distribution includes all data up to 31/5/2017. This625

version is corrected for weather and geomagnetic effects.
Herald uses latest stable CDAS release to perform recon-
structions for SD-1500 and SD-750 array. As is further de-
scribed on the website, the ASCII format gives access to
48 shower reconstruction variables and quality. The web-630

site also lists a number of suggested cuts that should be
applied.

Figure 5: Preliminary results from previous working group obtained in
2015.

This rough and quick discriminating variable is the ra-
tio of numbers of stations with new triggers to the num-
ber of all triggered stations plotted over another SD vari-635

able, S1000.

5.1. Results and Discussion
In fig. 6 results are shown, using stations farther than

a certain distance (900 m) from the shower axis, at a range
where the difference between photon and hadron show-640

ers is more pronounced. A satisfactory qualitative agree-
ment with the three-year old previous study has been found,
see figures 5 and 6. The difference must be due to the evo-
lution of the Auger analysis software.

For fitting the data in the selected region, in both fig-645

ures 5 and 6, the following function

f (x) = p0 + ep1 + p2·x (4)

has been used. The values of the best fit, the parameters
p0, p1 and p2, are provided in fig. 6.
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Figure 6: Trigger ratio vs S1000.

6. Summary and Conclusion

In the highest observed energy region, the suppres-650

sion of the flux above about 6·1019 eV, which corresponds
to the so-called ”Greisen- Zatsepin-Kuzmin (GZK) cut-
off energy”, is confirmed by the results from the High-
Resolution Flys Eye (HiRes) and the Pierre Auger Obser-
vatory (Auger). Summarizing the spectra observed from655

1014 to 1020 eV with world wide experiments, there is still
room for further investigations on the energy scale and
the flux of primary cosmic rays. In order to establish the
energy scale, it is necessary not only to understand the
optical technique further, but also to determine the pri-660

mary species in the highest energy region. Also, it is im-
portant to make more detailed measurements on the en-
ergy spectrum in the 1017 - 1018 eV region. To observe
the super-GZK events and the anticipated recovery of the
spectrum above the GZK cutoff, the search for the end of665

cosmic-ray energy spectrum will be continued even after
a century since the discovery of cosmic rays in 1912.

The image of a mixed composition around the ankle
and a heavier composition at the highest energies is strength-
ened by different composition studies, and by anisotropy670

searches at small angular scales at the highest energies.
The present photon limits also disfavour pure proton com-
position models. Top-down models were already disfavoured
by results on UHE neutrino and photon fluxes, leading to
an astrophysical source explanation, but no clear clue on675

any existing UHECR source has been revealed so far. The
hint of dipolar structure in the arrival direction is a step
forward in the understanding of the transitions between
the galactic and extragalactic components. The compari-
son of measurements with model predictions remains a680

delicate operation, knowing that serious hints for defi-
ciencies in UHE interaction models have been observed.
The astrophysical scenario resulting from Auger measure-
ments is very complex and cannot at present be under-
stood in terms of a unique interpretation for the sources,685

propagation and composition of the UHECRs. The great
value of these overall results will be reinforced by the
knowledge of the nature of the UHECR primaries, event

by event. This will be the key to answering the open ques-
tions on the highest energy and the suppression region.690

Search for ultra-high energy photons is an interest-
ing field with high discovery potential. With new trig-
gering algorithm and additional composition sensitivity
of the planned upgrade of the Pierre Auger Observatory
”AugerPrime” will increase the sensitivity to photons sig-695

nificantly. By 2024 it is expected to lower the photon lim-
its with the PAO to reach the band of even conservative
predictions for GZK photons - or discover ultra-high en-
ergy photons. It is expected that the limits will improve
further, mainly at the low-energy end, due to optimized700

trigger algorithms. So it is just a matter of time until A)
EeV photons are detected (with sufficient statistics), what
would open a new window of astronomy, or B) the exis-
tence of EeV photons is disproved, what would role up
the current understanding of physical principles. The di-705

rectional search will also profit from the upgrade enabling
sophisticated point source studies or even allow a detec-
tion of photons from specific sources.

The astrophysical puzzle is not only the pure existence
of particles with energies exceeding 1020 eV, but added to710

the puzzle is the fact that the reconstructed directions of
UHECRs do not point back to astrophysical sources [63].

Determining the UHECR mass composition, includ-
ing identification of photons or setting upper limits on
their fluxes ([4]), is an effort towards distinguishing be-715

tween the two major classes which should give a hint
on photon production and properties at the highest en-
ergies. Moreover, it is worth emphasizing that any result
on UHE photons, including non-observation, is meaning-
ful for the foundations of physics at the highest energies,720

allowing constraints on e.g. Lorentz invariance violation
(LIV), QED nonlinearities, space-time structure or the al-
ready mentioned ”top-down” scenarios (sec. 2.3.2). [3]
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Abstract

The formation of a micro jet produced with a double flow focusing nozzle
is studied numerically. A multiphase model is considered in which the fluid
flow of three immiscible Newtonian fluids is axisymmetric and laminar. Two
liquid phases are considered to be incompressible. A novelty of treating
the gaseous phase as a compressible gas is introduced for the first time for
such a three phase micrometer size nozzle system. The e↵ects of operating
parameters on the jets stability in the vacuum conditions are investigated.
Simulation results are compared to the experimental results and show a good
agreement in critical parameters.

Keywords: multiphase flow, micro jet, double flow focusing nozzle

1. Introduction

The function of a complex organic molecule is (largely) determined by
its molecular structure. Therefore in order to fully understand the behavior
of such biological nanocrystals their structure needs to be precisely studied.
One of the possible ways of doing this is through the experiment called serial
femtosecond crystallography (SFX) [2]. This experiment requires a steady
supply of nanocrystals, which are delivered in a form of a high speed micro jet
into a femtosecond long X-ray beams. Scattering of an intense X-ray light on
the organic nanocrystals creates di↵raction patterns, which are recorded on
a detector. By collecting a vast amount of di↵raction patterns, structure of



the studied biological sample can be deduced. The aforementioned delivery
jets are an essential part of the SFX experiment and therefore the controlled
production of these liquid micro jets is of great importance and is studied
here numerically. Liquid micro jets are typically produced with nozzles by
means of a co-flowing immiscible fluid stream. Manual preparation of such
nozzles is limited to simple designs, non-reproducible and immensely time
consuming. Ceramic micro-injection moulded nozzles [1] ensure faster as-
sembly and better reproducibility but are still limiting to simple designs. A
complex nozzle structure presented in this paper could not be manufactured
in the conventional ways but it is easily constructed with a 3D printing tech-
nology [5]. This additive manufacturing technique allows for greater freedom
in nozzle designs, speeds up the fabrication process and can create virtually
identical nozzles with a very high precision. Numerical simulations presented
here are complementary to the experimental data and give an insight in the
fluid dynamics of such systems.

2. Double flow focusing nozzle

DePonte [3] proposed the production of the micro sized liquid jets through
flow focusing apparatus called gas dynamic virtual nozzle (GDVN). This de-
vice uses two fluids and consists of two capillaries. The inner capillary is
used to deliver the liquid sample (water) to the nozzle orifice while the outer
capillary is fed with high pressure gas (helium). Gas phase, which is be-
ing hydro-dynamically focused by the converging nozzle structure, transfers
the momentum and energy to the liquid phase and in the process thinness,
prolongs and speeds up the jet. To get the (desired) stable jet with the
GDVN structure, liquid flow rates of 20-40 µL/min are necessary. Since
the crystal samples used in SFX experiments are expensive and di�cult to
produce, it is necessary to minimize their consumption. This lowering of
already minuscule liquid flow rate is achieved by the use of double flow fo-
cusing nozzles (DFFN). Double flow focusing nozzle [6] which is depicted in
figure 1 uses an additional focusing liquid phase. In such a way a so called
jet-in-jet structure is formed, meaning a jet which has inside another jet is
produced. Main advantage behind choosing such a DFFN nozzle structure
is that it produces longer jet compared to GDVN nozzle structure. Surface
tension force in such liquid systems is a dominant force in droplet formation,
meaning its value dictates where the transition from a continuous jet stream
phase to the droplet phase will occur. Simply put, it dictated the length of

2



a jet. Higher the surface tension, shorter the jet length and vice-versa. For
this reason the focusing liquid is chosen to have its surface tension lower than
that of a sample liquid. With this kind of nozzle structure a stable jet can
be obtained for sample liquid flow rates as low as 5 µL/min. In the Figure
1 a scheme of such system is depicted.

Figure 1: Schematic representation of the DFFN nozzle structure showing the capillaries

by which the fluids are delivered into the nozzle. For scale typical orifice diameter D lies

between 70 and 80 micrometers.

Physical properties of the three fluids used can be found in Table 1,
followed by the operating conditions used for the simulations in Table 2.
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focusing gas focusing liquid sample liquid
HELIUM ALCOHOL WATER

density [kg/m3] variable 789 1000
dynamic viscosity [kg/ms] 10-3 1.12*10-3 1.9*10-3

Table 1: Physical properties of the fluids

case number helium flow rate alcohol flow rate water flow rate
[mg/min] [µL/min] [µL/min]

1 22 7 4.5
2 17 5.5 4.5
3 21 7 5
4 21 8.4 6.6

Table 2: Operating parameters for calculated cases.

3. Governing equation and numerical method

3.1. Governing equation

The physical problem of compressible flow is governed by a set of mass,
momentum and energy conservation equations for each of the phases i:

�⇢i
�t

+ O· (⇢i~ui) = 0 (1)

�(⇢i~ui)

�t
+ O· (⇢i~ui~ui) = �OPi + O· ⌧̄ + ⇢i~g + ~f�,i (2)

�(⇢iei)

�t
+ O· (⇢i~uiei) = �O · (Pi~ui) + O· (⌧̄ ~ui)� O · q (3)

where ⌧̄ represents the viscous stress tensor ⌧̄ = µ[(O~ui)+(O~ui)T ] , ei total
energy ei = cv,iTi+0.5k~uik2 and q conduction heat flux q = �kOT . Velocity,
density, viscosity, pressure, surface tension force, temperature, gravitational
acceleration and thermal conductivity are given by ~ui, ⇢i, µi, Pi, ~f�,i, T,~g and
k, respectively.
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3.2. Numerical method

The governing equations were solved using open source code for compu-
tational fluid dynamics called OpenFOAM [7], more specifically a slightly
modified solver called compressibleMultiphaseInterFoam was used for the
calculations. Symmetry of DFFN nozzle system allows for two dimensional
numerical simulation with axis-symmetry, which greatly reduces the number
of computational volumes needed to simulate such a complex system. To
further decrease computational time, the mesh refinement was concentrated
on the areas of the developing jet and a coarser mesh was used elsewhere
(schematic of the mesh in presented in Figure 2). It was found that a mesh
resolution of around 60 nm was needed to be able to distinguish between
the two liquid phases in the thin jet. This resulted in a mesh consisting of
around half a million cells. Even though the mesh was optimized the time
needed to calculate one case exceeded one month on a supercomputer. For
this reason a small number of cases were calculated.

Figure 2: Sample mesh of the double flow focusing nozzle used in simulation. Mesh consists

of approximately 300 000 cells where the highest resolution cells are the size of 0.25 µm
and are concentrated in the jet forming region.

There are many di�culties in simulating the DFFN system and for the
reasons described below this has not yet been attempted. Primary di↵erence
of this paper with respect to the others trying to tackle this problem is the
treatment of the gaseous phase as a compressible fluid. The flow behaviour
of a gas through the nozzle as an incompressible fluid di↵ers notably in
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comparison to the flow as a compressible fluid. At best we can say is that
the incompressible treatment is a good approximations, but in no means
properly describes realistic flow conditions. For this reason a physical model
which incorporates the compressibility was chosen. Second di�culty arises
from near perfect vacuum conditions used in the experiment. The treatment
of extremely low pressures, low temperatures and high velocities that occur
under such vacuum conditions are di�cult to treat numerically.

4. Numerical results and discussion

The quality of the results from SFX experiments relay on four di↵erent
jet properties: stability, length, diameter and velocity. Since the jet breakup
process is di�cult to describe numerically it falls out of the scope of the
present paper. Other three crucial properties are extracted from the per-
formed simulations and evaluated here.

4.1. Stability

In flow focusing problems three main regimes of operations exist: whip-
ping, dripping and jetting mode [4]. Whipping mode usually occurs at high
gas flow rates or non-axial alignments of the inner capillaries with the outer
ones. In such a mode jet oscillates around its axis. This requires the simu-
lations to be performed in three dimensions and because of this such modes
will not be discussed here. The main distinction between other two modes
is the behaviour of the jet meniscus. Dripping mode occurs when pulsating,
time varying jet meniscus is observed. If the droplet separation does not
cause the jet meniscus to fluctuate a jetting regime is achieved. All the cases
considered here are of the jetting mode, hence stable.

4.2. Diameter

The SFX experiment strives for as thin of a jet as possible in order to
get as little di↵raction interference signal from the two liquids itself. This is
constrained by previously mentioned stability parameter and the minimum
liquid flow rates. Here the jet diameter is measured at the nozzle orifice and
plotted with respect to sample liquid flow rate and focusing liquid flow rate.
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Figure 3: Graph comparing experimental (blue) and simulated (orange) diameter results

for four di↵erent cases. Over-plotted are the error bars.

4.3. Velocity

As before mentioned the experiment uses a series of powerful x-ray beams
which are focused to a point on a jet leaving the nozzle at around 100 m from
the orifice. The energy intensity of a laser is such that it destroys the sample
and it is necessary that the destroyed part is moved away quickly before new
beam of light hits. It is for such a reason that SFX experiment requires jets
as fast as possible.

Velocity profile through the jet axis is depicted in the figure 4. In order
to visualize where the actual acceleration occurs the nozzle structure is over
plotted with a black line. It can be observed that the jet gains its momentum
partially inside the nozzle structure and partially outside in the vacuum
chamber. This goes to show that even in very low density environment the
high speed stream of gas is able to accelerate the jet. It can also be observed
where the droplet separation starts happening (discontinued red line)
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Figure 4: Simulated jet velocity as measured through the jet axis at one time step. Red is

line showing jet velocity, where the breakage of the line denotes the formation of a droplet.

In order to see where in the domain the jet is being accelerated the nozzle structure is

depicted in black solid line.

5. Conclusions

Behaviour of DFFN was investigated numerically in order to compare
it to the experimental results. To realistically describe a gas flow through
a convergent nozzle into the vacuum chamber a compressible model was
used. Since the operating condition of our system show the presence of the
chocked flow in the nozzle throat and an expansion of the gas in the vacuum
chamber compressibility needed to be taken into account. This step was
essential and a big improvement from the simulations done earlier, where
gas was treated as incompressible. Comparing the simulated results with the
experiment show a good agreement with the experiment. Diameter matches
in all four cases within the error bars and the diameter data extracted from
future simulations is realible. Velocity profile revealed that the jet is being
accelerated also when it exits the nozzle. It was previously believed that due
to low pressure condition just outside the nozzle, basically vacuum conditions,
the forces exerted on the jet are not su�cient in order to accelerate the jet.
Simulation show, that this is not the case and the jet gains roughly half of
its momentum outside the nozzle structure. It should be pointed out that
there are mayor numerical di�culties in simulating the jet breakup process
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and this is an active area of research. Future work will focus on simulating
the total jet shape, not only diameter but also the length. Additionally the
model can be improved by allowing for the variability of the gas viscosity
and liquid surface tension with the temperature.
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Phase field modeling of dendritic growth by local radial basis function collocation method
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Abstract

A two-dimensional model to simulate the dendritic growth in pure melt is developed. Phase field model is used to derive the system
of partial di↵erential equations describing the temporal evolution of the solid-liquid interface and temperature field. Quantitative
simulations are assured by the use of model parameters obtained by the thin-interface limit of the phase field model. Local radial
basis function collocation method and explicit Euler scheme are used for the spatial and temporal discretization of the phase field
equations, respectively. The spatial and temporal convergence of the method on uniform and non-uniform node arrangements are
verified by comparison with the solution obtained by Green function method. Dendrites at di↵erent preferential growth directions
are compared to the reference state in order to examine the influence of node arrangement to the dendrite morphology. Advantages
and shortcomings of the numerical method as well as further developments are discussed.

Keywords: solidification, pure melt, dendritic growth, phase field, meshless methods, radial basis function, local collocation
method

1. Introduction

The microstructure evolution during solidification has a sig-
nificant e↵ect on the material properties of the final product.
The morphologies of solid phases, distribution of impurities
along solidified material and other features impact the material
properties, e.g., large-scale construction engineering requires
high strength steels consisting of combination of refined grains
and dispersion of soft and hard phases. A large spectrum of dif-
ferent solidification patterns occurs, e.g., dendritic, eutectic and
peritectic growth, when solidification in metals is considered
[1–3]. The understanding of physical phenomena, determining
those patterns, is crucial for the design and production of the
high-quality castings for the scientific and industrial use [4].

Theoretical studies and numerical models represent a power-
ful tool for the prediction of the microstructure evolution and
can be therefore used for the in-depth understanding and opti-
mization of the solidification process [1]. The microstructure
evolution is modelled by a set of mathematical equations in-
corporating the heat and solute transport along with appropri-
ate boundary conditions between various phases. Example of
such model is famous Stefan problem, describing solidification
in pure material. Stefan problem is example of sharp-interface
model, which operates on scales much larger than solid-liquid
interface width and incorporate all information from the atomic
scale through e↵ective constants like the capillary length [5].
There are two main limitations in the sharp-interface models:
1. for many classes of phenomena appropriate sharp-interface
models are not known, and 2. numerical implementation is very
di�cult.

⇤Corresponding author.
Email address: bozidar.sarler@imt.si (Božidar Šarler)

In the 1980s continuum phase field method (PFM) was in-
troduced in the field of modelling free boundary problems in
materials science [6, 7]. There are two main reasons why PFM
became ”the method of choice” for modelling of this phenom-
ena: 1. it has fundamental origins in thermodynamics, and 2. it
does not require explicit tracking of interfaces between phases.

The main hallmark of PFM is introduction of phase field (PF)
or order parameter, a continuous field representing phases. PF
is constant in the bulk of each phase and varies across the thin
boundary layer between phases. From the point of view of con-
densed matter physics, PF can be seen as degree of crystallinity
or atomic order in a phase, while the thin boundary layer rep-
resents an atomically di↵use interface. From the point of view
of mathematical modelling, PF represents a tool for describing
time evolution of phases, as tracking of exact position of inter-
faces between phases is no longer necessary.

PF models are to thermodynamics linked through free en-
ergy functional, dependent on PF and other relevant variables,
e.g., temperature, solute concentration, etc. A dissipative min-
imization of free energy functional yields a set of non-linear
partial di↵erential equations governing the movement of inter-
faces between phases and the heat and mass transfer. Parame-
ters of those equations are obtained through the use of asymp-
totic analysis, as PF model has to yield sharp-interface solution
in the limit of very thin interfaces.

The name ”phase field model” was introduced in the realm
of modelling free boundary problems in material science in
the 1980s, when scientists, modelling the solidification in a
pure melt, were trying to avoid the explicit tracking of the
solid-liquid interface by introducing a di↵use interface [8–10].
The idea was not new; over a century ago in 1893, Van der
Waals proposed di↵use-interface description of a density field
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in a liquid-gas system [11, 12]. Similar approach is used in
magnetic domain theory by Landau and Lifshitz in 1935 [13].
In 1958 Cahn and Hilliard introduced di↵use-interface theory
[14], followed by work of Cahn on spinodal decomposition
[15]. In 1977 Allen and Cahn studied non-conserved long range
order parameter [16], while Hohenberg and Halperin studied
critical dynamics by di↵use interface models[17].

The numerical implementations of first PF models for sim-
ulating the solidification in a pure melt [8–10] are straightfor-
ward [18–20], due to fact, that they do not require explicit track-
ing of the solid-liquid interface. First PF models have, however,
two limitations: 1. they are unable to simulate the important
physical limit, when kinetic undercooling in Stefan Problem
can be neglected, and 2. they use sharp-interface limit of PF
model [9, 10, 18–22], which requires very thin interface width
and consequently time-consuming simulations on large compu-
tational domains. Both limitations were removed with deriva-
tion of thin interface limit of PF model [23, 24], which allows
quantitative modelling of dendritic growth in two and three di-
mensions.

Quantitative PF simulations of experimentally relevant sit-
uations are to a great extent possible due to fast growth of
computational capabilities [25, 26]. A large number of di↵er-
ent computational approaches have been developed in the last
twenty years, e.g., 1. adaptive mesh refinement [27], 2. parallel
simulations by using graphic processing units [28], 3. hybrid
finite-di↵erence and random-walk algorithms [29], 4. implicit
time stepping and multi grid approaches [30, 31], and 5. up-s-
caling techniques [32].

In this paper meshless local radial basis function colloca-
tion method (LRBFCM) [33] is applied for spatial discretiza-
tion of PF equations as simple explicit Euler scheme is used
for time-marching. In LRBFCM the computational domain is
divided into overlapping sub-domains. The collocation is per-
formed in each sub-domain by using radial basis function and
linear monomials as interpolation functions to calculate finite-
di↵erence-like coe�cients of discretized di↵erential operators.
The simulation of dendritic growth using the LRBFCM is, to
the best of our knowledge, reported for the first time in this
study.

LRBFCM was first used to solve solid mechanics problems
[34–36]. Considering transient problems, LRBFCM was first
used for di↵usion problems [33] and was later sucessfully ap-
plied to many di↵erent scientific and engineering problems,
e.g, turbulent combined forced and natural convection prob-
lems [37], simulation of laminar backward facing step flow un-
der magnetic field [38], simulation of macro-segregation [39],
simulation of linear and transient thermoelasticity [40, 41] and
multi-pass hot-rolling simulation [42].

The main advantages of LRBFCM and other meshless meth-
ods in comparison with mesh-based methods, e.g, finite dif-
ference, finite volume and finite element methods, are [43]:
1. easier implementation of h-adaptive algorithms, 2. easier
treatment of free boundary problems, e.g., crack propagation,
phase transformation, etc., 3. higher-order continuous shape
functions, 4. non-local interpolation character, and 5. absence
of mesh alignment sensitivity. The main shortcomings of mesh-

less methods are [43]: 1. requirement for high order integration,
2. di�culties in implementation of essential boundary condi-
tions, 3. di�culties in satisfying the Kronecker delta, and 4. in
general are meshless methods computationally less e↵ective
than finite element method.

The contents of the paper are structured as follows. In Sec-
tion 2 the governing equations are presented. The numerical
model is formulated and verified in Sections 3 and 4, respec-
tively. The conclusions and further directions are discussed in
Section 5.

2. Governing equations

Solidification from a pure can be represented with the sharp-
interface or the di↵use-interface models. In Section 2.1 sharp-
interface model, also known as Stefan problem is presented, fol-
lowed by introduction of di↵use-interface PF model in Section
2.2. Link between Stefan problem and PF model is presented
in Section 2.3, since PF model has to yield sharp-interface so-
lution in the limit, where interface can be assumed to be negli-
gible compared to the other length scales, e.g, di↵usion length,
radius of curvature of a dendrite, etc. Initial and boundary con-
ditions are presented in Section 2.4.

2.1. Sharp-interface model

By introducing dimensionless temperature u = (T �
Tm)/(L/cp), where T , Tm, L and cp stand for temperature, melt-
ing temperature, latent heat of fusion and specific heat at con-
stant pressure, respectively, Stefan problem can be written as

@tu = ↵r2
u,

v⇤ · n⇤ = ↵ (rus|⇤ · n⇤ � ru` |⇤ · n⇤) ,
u
⇤ = �d(n⇤) � �(n⇤)v⇤ · n⇤,

(1)

where ↵, v⇤, n⇤, rus|⇤, ru` |⇤, u
⇤, d(n),  and �(n) stand for ther-

mal di↵usivity, the solid-liquid interface velocity, the normal to
the solid-liquid interface, gradients of dimensionless tempera-
ture field at the solid-liquid interface in the solid (s) and in the
liquid (`) phase, dimensionless temperature at the solid-liquid
interface, the capillarity length, the curvature of the solid-liquid
interface and the kinetic coe�cient, respectively. Thermal dif-
fusivity is defined as ↵ = k/(⇢cp), where k and ⇢ stand for the
thermal conductivity and density, respectively.

2.2. Di↵use-interface model

PF model is derived by introducing the order parameter �,
a continuous field, which is constant in the bulk of each phase
and varies across the thin boundary layer between phases. The
system of PF equations describing solidification from a pure
melt is written as [5]

⌧(n)@t� = �g
0(�) � �up

0(�) + r ·
⇣
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@W(n)
@(@⇠�)
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,

@tu = ↵r2
u + h

0(�)@t�,
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where g
0(�), p

0(�) and h
0(�) stand for derivatives of dimension-

less functions determining two stable phases at the melting tem-
perature, �-u coupling and excess heat production during solid-
ification, respectively. � = ⇢L2/(HcpTm) is the dimensionless
parameter that controls the strength of the �-u coupling, respec-
tively, where H is the energy jump between two stable phases
at the melting temperature. ⌧(n) and W(n) stand for the char-
acteristic time of attachment of atoms at the interface and the
interface thickness, respectively, both dependent on the normal
n = r�/|r�|.

2.3. Thin-interface limit

The thin interface limit of PF equations, valid for W(n) ⌧
↵/v, where v stand for characteristic interface velocity, links
the functions W(n) and ⌧(n) from PF model to functions d(n)
and �(n) from sharp-interface model at the chosen values of
the parameter � and functions g

0(�), p
0(�) and h

0(�). It yields
following relations [24]

d(n) =
a1

�

⇣
W(n) + @2

✓W(n)
⌘
, (3)

and

�(n) =
a1

�

⌧(n)
W(n)

 
1 � a2�

W(n)2

↵⌧(n)

!
, (4)

where ✓ is angle between preferential growth direction and n,
while a1 and a2 stand for constants, dependent on the PF func-
tions g

0(�), p
0(�), h

0(�). The choice of functions

g
0(�) = �� � �3,

p
0(�) = (1 � �2)2,

h
0(�) =

1
2
,

(5)

yields a1 = 0.8839, a2 = 0.6267 and defines the operating win-
dow for order parameter �1  �  1.

In this paper we consider the case of negligible interface ki-
netics, i.e., �(n) = 0, particular relevant for solidification at low
undercoolings in metallic systems. Consequently, only the cap-
illarity length needs to be obtain from the sharp-interface model

d(n) = d0a(n), (6)

where d0 stand for the constant capillarity length. A standard
fourfold anisotropy function is defined as

a(n) = (1 � 3✏4)
 
1 +

4✏4
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+ ñ

4
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⌘!
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1 +

4✏4
1 � 3✏4

⇣
sin4 ✓ + cos4 ✓

⌘!
,

(7)

where ✏4 stand for anisotropy strength. Vector ñ = (ñx, ñy) is
defined as

ñ = R(✓0)n, (8)

where R(✓0) is rotation matrix and ✓0 angle, determining pref-
erential growth direction. Combining Eqs. (3) and (6) yields

W(n) = W0a(n), W0 = d0�/a1, (9)

where W0 is constant interface thickness. Applying condition
�(n) = 0 to Eq. (4) yields

⌧(n) = ⌧0a
2(n), ⌧0 = a2�W

2
0/↵, (10)

where ⌧0 is constant characteristic time of attachment of atoms
at the interface.

It is convenient to rewrite model from Eq. (2) to non-
dimensional form by using Eqs. (9) and (10). By rescaling
time and space as t̄ = t/⌧0, x̄ = x/W0 and ȳ = y/W0, PF model
with zero interface kinetics is rewritten as

a
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(11)

@t̄u = D̄r2
u + h

0(�)@t̄�, (12)

where and and D̄ = ↵⌧0/W2
0 .

2.4. Initial and boundary conditions

The system of equations from Eqs. (11) and (12) is solved
in the computational domain ⌦ with boundary �. Initial condi-
tions at r = (x̄, ȳ) 2 ⌦ + � are given as

u(r, t̄ = 0) = ��, (13)

where � stands for the initial dimensionless undercooling, and

�(r, t̄ = 0) = � tanh
0
BBBB@
|r � r0|2 � R

2
0p

2

1
CCCCA , (14)

where r0 stands for the center of the solid nuclei with the radius
R0. Zero flux boundary condition are used for both fields at
r 2 �

@u(r, t̄)
@n�

= 0,
@�(r, t̄)
@n�

= 0, (15)

where n� stands for the normal to the �.

3. Numerical methods

Governing equations from Section 2 require temporal and
spatial discretization, presented in Sections 3.1 and 3.2, respec-
tively.

3.1. Explicit Euler scheme

Simple explicit Euler scheme is used for time-marching of
Eqs. (11) and (12). The partial derivative @t̄⌘ between two
discrete times t̄0 and t̄0 + �t̄ is approximated as

@t̄⌘ ⇡
⌘t̄0+�t̄ � ⌘t̄0

�t̄
, (16)

where ⌘ = � or ⌘ = u and �t̄ stand for the explicit time step.
Linear stability analysis yields following stability criterion for
the finite di↵erence spatial discretization in 2D [5]

�t̄ < �t̄0 =
1
4

h
2

max(D̄, 1/a(n))
, (17)

3



where h and �t̄0 stand for the distance between two neighbour-
ing computational points and critical time step, respectively. It
turns out, that criterion from Eq. (17) can be also applied in the
case, when LRBFCM is used for spatial discretization, how-
ever, formal linear stability analysis by using LRBFCM has not
been performed yet.

3.2. Local radial basis function collocation method - LRBFCM

In this work LRBFCM is used for spatial discretization of PF
equations. LRBFCM is finite-di↵erence-like, i.e., the spatial
di↵erential operator of the field value in a computational point
is approximated by the sum of the weighted field values from
the local sub-domain. In the spatial discretization of Eqs. (11)
and (12) only di↵erential operators on the scalar fields have to
be evaluated.

3.2.1. Local interpolation problem

For each lr 2 ⌦+�, l = 1, ...,N, where N is number of points
in⌦+�, a local sub-domain l⌦, containing point lr and its lN�1
nearest points, is generated, as schematically shown in Fig. 1.
Each sub-domain consists of lN = lN⌦ + lN� points, where
lN⌦ and lN� stand for number of points in l⌦ from ⌦ and �,
respectively. Number lN

max

� , the maximum allowed value of lN�

in l⌦, has to be determined, when l⌦ is generated, since lN� and
lN crucially determine the stability and accuracy of LRBFCM.

LRBFCM is based on the interpolation of the field value over
a local sub-domain by using multiquadric (MQ) radial basis
function

l�i(r) =

s
l✏2

lh
2 |r � lri|2 + 1, (18)

where l�i(r) and l✏ stand for MQ centered at lri 2 l⌦, i =
1, ..., lN, lr1 = lr, and shape parameter, respectively. lh is the
size of l⌦, defined as

lh =

vut
lN�1X

i=2

|lri � lr|2
lN � 1

. (19)

The interpolation problem is augmented with m monomials
pi(r), i = 1, ...,m, since only the use of MQs might result in
ill-conditional problem. The arbitrary scalar field ⌘(r) is ap-
proximated as

⌘(r) ⇡
lNX

i=1
l↵i l�i(r) +

mX

i=1
l↵lN+i pi(r) =

=
lN+mX

i=1
l↵i i(r),

(20)

where the center of domain lr is closest to r. l↵i, i = 1, ..., lN +
m are the coe�cients, calculated by the interpolation of field
values ⌘(lr j), j = 1, ..., lN, while the function  i is either MQ
or a monomial. The linear boundary condition B is applied to
Eq. (20) if r 2 �, i.e., B⌘(r) = b(r), where b(r) is the right-hand

side of boundary condition. The interpolation problem can be
written in matrix form as

lN+mX

i=1
lA ji l↵i = l� j, (21)

where

lA ji =

8>>>>>>>><
>>>>>>>>:

 i(lr j) if lr j 2 ⌦
B(lr j) i(lr j) if lr j 2 �
p j(lri) if j > lN and i  lN

0 otherwise

, (22)

and

l� j =

8>>>>><
>>>>>:

⌘(lr j) if lr j 2 ⌦
b(lr j) if lr j 2 �
0 otherwise

. (23)

The value of shape parameter l✏ has a large impact on the
accuracy and stability of the radial basis function methods [44].
In this work l✏ in each l⌦ is calculated according to the value of
condition number cnum of matrix l A from Eq. (22)

cnum =
⌃max

⌃min

, (24)

where ⌃max and ⌃min stand for maximum and minimum singu-
lar value of the matrix l A. l✏ is set according to the targeted
condition number c

target

num = 1020 by using quadruple precision.

�⌦

l⌦

lr

lh

Figure 1: Scheme of domain ⌦ and boundary �. Filled circles and empty tri-
angles represent the interior and boundary points, respectively. Blue and red
dashed lines represent the boundaries of sub-domains, centered at the points
denoted with blue and red color, respectively. Blue domain is example of sub-
domain containing only interior points, while red domain contains a boundary
point.

3.2.2. Evaluation of di↵erential operators

The MQ approximation from Eq. (20) is used for evaluation
of any linear di↵erential operator D applying on a scalar field
⌘(r) in r 2 ⌦ + �, while the boundary condition in r 2 � is an-
alytically satisfied in interpolation problem from Eqs.(21), (22)
and (23). ApplyingD on Eq. (20) yields

D⌘(r) ⇡
lN+mX

i=1
l↵iD i(r), (25)
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since l↵i are constants. By calculating the inverse of matrix
l A�1 from Eq. (22), Eq. (25) in lr can be rewritten as

D⌘(lr) ⇡
lN+mX

k=1
l�k

lN+mX

i=1
lA
�1
ik
D i(lr). (26)

Eq. (26) can be written in standard finite-di↵erence manner as

D⌘(lr) =
lNX

k=1
l�k lwk, (27)

where lwk are finite-di↵erence-like coe�cients, defined as

lwk =
lN+mX

i=1
lA
�1
ik
D i(lr). (28)

Summation in Eq. (27) goes from k = 1 to k = lN, since l�k = 0
for k > lN.

4. Numerical results

Numerical simulations are performed on a regular distribu-
tion of N = M ⇥ M computational points where local sub-
domains are determined by values lN = 6 and lN

max

� = 2. Non-
dimensional spacing is set to h = 0.3 in all cases except in Fig.
6, where the spatial convergence of LRBFCM is verified. M

is set to M = 400 in Figs. 2, 3 and 4, to M = 500 in Fig.
5, while di↵erent values of M are used in Fig. 6 according to
the limitation hM = const. The center of initial circular nuclei
with radius Ri = 10h and preferential growth direction angle,
respectively, are set to r0 = (0, 0) and ✓0 = 0 in the cases from
Figs. 2, 3, 4 and 6, while r0 = (M/2h,M/2h) is used in Fig. 5,
where the dendritic morphology at three di↵erent values of ✓0 is
studied. Time is discretized as t̄ = n�t̄, where n is the iteration
number.

The spatial and temporal coordinates are scaled with W0 = 1
and ⌧0 = 1, leaving D̄ as only free parameter in the thin inter-
face limit of PF model [24]. Parameters D̄ = 6.267, ✏4 = 0.06
and � = 0.55 are used in all cases except in Fig. 6, where
the spatial convergence of LRBFCM is verified and parameters
D̄ = 1, ✏4 = 0.05 and � = 0.65 are used. One can see in Fig.
2 how phase field is equal to � = 1 and � = �1, respectively,
in the solid and liquid phase, while the solid-liquid interface is
determined by the contour � = 0. The temporal evolution of
the solid-liquid interface is shown in Fig. 4. The initial cir-
cular shape of nuclei eventually becomes unstable due to the
anisotropic interface energy, yielding the evolution of dendrite.
The dendrite tip velocity decreases with time and approaches
the steady state solution as seen in Fig. 6. The velocity is
rescaled as V̄tip = Vtipd0/↵ in order to obtain numerical solution
independent of PF parameters [24]. The analytical steady state
solution V̄

Green

tip
is obtained by the Green function method [45].

The numerical growth velocity is calculated at di↵erent values
of h in order to assess the spatial convergence of LRBFCM. A
very good agreement between analytical and numerical solu-
tion is observed at h = 0.4, where the relative error is equal to
�V̄tip/V̄tip ⇡ 1%. The solid-liquid interface at di↵erent values

of the preferential growth direction, determined by ✓0, is shown
in Fig. 5, where one can see, how the dendrite morphology is
independent of ✓0.

20 40 60 80 100
x̄

20

40

60

80

100

ȳ

�0.88

�0.66

�0.44

�0.22

0.00

0.22

0.44

0.66

0.88

�

Figure 2: Phase field after 40000 time steps at the initial non-dimensional un-
dercooling � = 0.65 and the strength of anisotropy ✏4 = 0.06.
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0.00
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Figure 3: Temperature field after 40000 time steps at the initial non-dimensional
undercooling � = 0.65 and the strength of anisotropy ✏4 = 0.06.
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n = 4000

n = 8000

n = 12000

n = 16000

n = 20000

n = 24000

n = 28000

n = 32000

n = 36000

n = 40000

Figure 4: Solid-liquid interface evolution shown every 4000 iterations at the
initial non-dimensional undercooling � = 0.65 and the strength of anisotropy
✏4 = 0.06.
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x̄

20

40

60

80

100

120

140

ȳ

�0 = 0

�0 = �/8

�0 = �/4

Figure 5: Solid-liquid interface after 25000 time steps at three di↵erent prefer-
ential growth directions ✓0, the initial non-dimensional undercooling � = 0.65,
and the strength of anisotropy ✏4 = 0.06.

0 200 400 600 800 1000 1200
t̄

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

Ṽ
ti

p

Ṽ Green
tip

h = 0.4, �Ṽtip/Ṽtip = 0.00985

h = 0.6, �Ṽtip/Ṽtip = 0.03023

h = 0.8, �Ṽtip/Ṽtip = 0.10365

Figure 6: Rescaled non-dimensional tip velocity as a function of time at three
di↵erent values of the spacing h. The black horizontal line corresponds to the
velocity obtained by the Green function method at the non-dimensional under-
cooling far from the tip � = 0.65 and the strength of anisotropy ✏4 = 0.06. In
the legend, the relative di↵erence between numerically and analytically calcu-
lated tip velocity at each value of h is given.

5. Conclusions

A two dimensional meshless PF model for the simulation of
dendritic growth from a pure melt has been developed. Mesh-
less solver is capable of solving highly non-linear PF equations
and obtaining accurate results, comparable with the analytical
steady state solution of dendritic growth. Also, dendritic mor-
phology is independent of the preferential growth direction.

In the further work, the random noise will be firstly added to
PF equations in order to analyze the evolution of the secondary
dendrite arms. Also, the dendritic growth in binary and multi-
component alloys will be considered. An h-adaptive framework
will be developed in order to assure high density of computa-
tional points only in the regions where the phase field varies.
That way, computationally e�cient and accurate results will be
assured.
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Morphological characterization and chemical instability
of the interface between Ag and Bi2Se3 topological

insulator

Katja Ferfolja
University of Nova Gorica, Vipavska 13, SI-5000 Nova Gorica

Abstract

Understanding an interaction at an interface between a topological insula-
tor and a metal is very important when designing electronic and spintronic
devices or when such systems are used in catalysis. In this paper, we report
on a chemical instability of the interface between Bi2Se3 and Ag. We present
experimental evidence of a solid-state reaction occurring at the interface
yielding Ag2Se, AgBiSe2 and Bi phase. The unexpected room-temperature
chemical instability of the interface should be considered for all future the-
oretical and applicative studies involving the interface between Bi2Se3 and
Ag.

Keywords: topological insulator, Bi2Se3, interface, Ag, redox reaction

1. Introduction

Topological insulators (TI) have been a subject of many studies during
the past two decades due to their attractive electronic properties. The TI
represent a new state of matter with a finite band gap in the bulk and gap-
less states at the boundaries (edges, surface)[1,2]. These topological surface
states (TSS) cross the Fermi level and are linearly dispersed in a shape of
a Dirac cone. The TSS are a result of a non-trivial topology of the bulk
band structure usually caused by spin orbit coupling. Due to their origin,
they are necessarily present at the surface of the solid unless a change in
the bulk topology occurs. This makes them much more robust towards
impurities and imperfections at the surface compared to ordinary surface
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states that are easily destroyed by contamination. Additionally, the TSS
are also spin polarized meaning that an electron spin is locked to a crys-
tal momentum, and therefore backscattering is suppressed. The described
properties make the TI interesting for development of spintronic devices
and quantum computing [3]. In majority of these technologies, quality of
an interface between the TI and a metal is a relevant parameter. In addi-
tion, different metals, including Ag, have being deposited on TI catalytic
substrates in order to improve the catalytic activity [4-6] or field emission
properties [7]. For such use, it is important to know whether the deposited
metal will remain stable in its metallic form.

Bi2Se3 belongs to a group of 3-dimensional TI along with Bi2Te3 and
Sb2Te3 [8]. It is a well-known semiconductor with a narrow band gap of 0.3
eV and a single Dirac cone at the G point of the Brillouin zone. Bi2Se3 is a
layered chalcogenide that crystallizes in a rhombohedral crystal structure
and consists of quintuple layers (QL) arranged along the z-axis. Each QL is
composed of five covalently bonded atomic layers of Bi and Se atoms. Van
der Waals interactions are present between QL. A distance between the QL
is 2.43 Å, which is wide enough to host intercalated metal atoms.

Some theoretical papers, involving the metal/TI systems, [9-14] have
recently been published, while experimental studies are very rare. Mostly,
they focus on systems with low coverage on a TI surface [15,16]. Only
recently, Walsh et al. [17] has published first systematic research on Au, Pd,
Ir and some transition metals interfaced with Bi2Se3. All deposited metal
thin films, except Au, resulted in significant interaction with Bi2Se3 and
produced an interfacial layer consisting of metal selenides (MxSey), metallic
Bi or intermetallic alloys (MxBiySez).

So far, no articles have reported experimental studies on Ag, deposited
on a Bi2Se3 single crystal. In a theoretical work by Xiao et al., [14] where a
focus was on catalytic properties of metal clusters on Bi2Se3, Ag was mod-
eled as stable clusters consisting of 7 atoms. In the work of Chang et al., [11]
which focused on a new type of Rashba splitting at the metal/TI interface,
Ag was modeled as an epitaxial overlayer. However, no experimental evi-
dence of what happens when Ag is deposited on Bi2Se3 has been reported.
Therefore, it remains unclear whether the modeled clusters and layers can
really exist. Another theoretical article by Otrokov et al. [13] predicted a
step-mediated intercalation of Ag atoms into the Bi2Se3 crystal. According
to the article, the Ag atoms are expected to intercalate into the crystal at
the steps and not through the QL due to a higher energy barrier for such
diffusion.

Two experimental studies that have focused on the interaction of Ag
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with Bi2Se3 presented contradictory results. While Das et al. [7] claimed
that chemically deposited metal Ag cluster are stable on the surface of
Bi2Se3 nanoflakes, Koski [18] claims that zerovalent Ag intercalates into
Bi2Se3. A detailed inspection of their experimental data reveals some incon-
sistency and leaves quite few open questions.For that reason, no conclusive
statement about their thermodynamic phase equilibrium can be made.

Here we report on a study of the Ag and Bi2Se3 interaction at room
temperature. Opposite to the current believe, we show strong experimen-
tal evidence for chemical incompatibility of Bi2Se3 and metallic Ag. We
show that already at room temperature a redox solid-state chemical re-
action on the interface between these two phases occurs with significant
kinetics. The described diffusion and reaction processes on the interface
between Ag and Bi2Se3 have to be taken into account when such system is
theoretically modeled or considered for applications.

2. Experimental section

All chemicals were used as received without further purification. For
the synthesis of the Bi2Se3 single crystals the Bridgman method was used.
600 mg of selenium1 (�99.999 wt.%) and 220 mg of bismuth1 ( �99.999
wt.%) were put in a quartz ampoule and sealed in vacuum. The ampoule
was placed vertically in an oven at to 860 �C for 24 hours. Afterwards, the
temperature was slowly (2 �/h) reduced to 650 �C. The ampoule was kept
at this temperature for 7 days and then cooled down to room temperature.

The deposition of Ag on the Bi2Se3 single crystal was performed us-
ing precision etching coating system2. The Bi2Se3 crystal was cleaved by
tape stripping immediately before insertion in the coating apparatus. Af-
ter cleaving, the Bi2Se3 surface showed large, hundreds of µm, flat regions
with a low density of steps. The deposition was performed in vacuum at
room temperature and base pressure of 10 – 4 Pa at a rate of 0.08 nm/s for
a nominal coverage of 4 and 5 nm and 0.15 nm/s for 10 nm coverage.

The synthesis of Bi2Se3 nanoparticles was performed by addition of 160
mg of NaOH3 (98 wt.%) into 20 ml of ethylene glycol2 (99 wt.%). The so-
lution was kept at room temperature and stirred for 2 hours until NaOH
was completely dissolved. Afterwards, 400 mg of polyvinylpyrrolidone -

1Sigma-Aldrich
2PECS (Gatan, Model 682) URL:http://www.glteam.com/pdf/682PECS(New).pdf
3Alfa Aesar
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PVP4 (M.W. 8.000) was added. The solution was stirred until all PVP dis-
solved. 233 mg of Bi2O3

1 (99.98%) and 119 mg of Se powder5 (99.5 wt./%)
were added to the reaction mixture. After two hours, the reaction mixture
was sealed in a Teflon autoclave and put into an oven at 200 �C for 9 hours.
When the reaction was completed, the formed solid particles were sepa-
rated by centrifugation and washed several times with deionized water.

For the synthesis of Ag nanoparticles 600 mg of PVP was dissolved in
30 ml of ethylene glycol and heated to 150 �C. In another beaker, a solution
of AgNO3

4 (400 mg; >99.9 wt.%) in 23 ml of ethylene glycol was prepared.
The solution of AgNO3 was added drop-wise in the hot solution of PVP.
The prepared mixture was stirred for half an hour and left to slowly cool
down. The Ag particles were separated from the liquid by centrifugation
and washed with water and acetone.

The synthesized products and the progress of the reaction between Ag
and Bi2Se3 were analysed by an X-ray powder diffractometer6 with Cu Ka

radiation (l=1,541 Å, 30 kV, 10 mA). A field emission scanning electron
microscope7 equipped with an energy dispersive X-ray spectrometer 8 was
used for monitoring evolution of a Ag cluster morphology with time and
elemental mappings of the powder mixture after the reaction. Elemental
composition was additionally characterized using field emission Transmis-
sion Electron Microscope9 operating in STEM mode using dispersive X-ray
spectroscopy10.

3. Results and discussion

Figure 1a shows a Scanning Electron Microscope (SEM) micrograph of
the Bi2Se3 surface at the different coverage. At the 4-nm Ag coverage, we
can see clusters with a size of a few nm on the flat regions and bigger ag-
glomerates of about 1 µm at the surface steps (Fig. 1b). At the 5-nm nom-
inal coverage, a density of the agglomerates increased (Fig. 1b), while the
clusters on the flat parts grew to about 10 nm in diameter. At the 10-nm

4Alfa Aesar
5Sigma-Aldrich
6Rigaku MiniFlex; URL:https://www.rigaku.com/en/products/xrd/miniflex
7FESEM, JEOL JSM 7100 TTLS; URL:https://www.jeol.co.jp/en/news/detail/20120130.347.html
8EDX, Oxford X-Max80
9TEM JEOL JEM 2100UHR;URL:https://www.jeol.co.jp/en/products/detail/JEM-

2100.html
10EDX, Oxford X-Max80T attached to JEOL JEM 2100UHR
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Figure 1: (a) SEM images of a surface of Bi2Se3 single crystal without any Ag and with
nominal coverage of 4 nm, 5 nm and 10 nm Ag and, (b) Ag agglomerates on the surface
steps at 5-nm coverage.

nominal coverage, about a half of the surface was covered with the Ag
clusters. The results show that at room temperature the Ag atoms have
enough energy to diffuse over the crystal surface and form the clusters and
agglomerates. The surface steps represent nucleation sites where the Ag
atoms agglomerate.

We have noticed that the morphology of the deposited Ag clusters and
agglomerates was changing with time, which indicates on some sort of a
diffusion process taking place. Figure 2a shows a Bi2Se3 single crystal with
the 10-nm nominal Ag coverage immediately after the deposition, 3 days,
8 days and 70 days after the deposition. Immediately after the deposition,
the surface was densely covered with the clusters. After eight days, the
clusters mostly disappeared and after 70 days they were completely ab-
sent and only traces of the biggest agglomerates could be observed. Even
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Figure 2: (a) Evolution of surface morphology of Bi2Se3 single crystal at 10 nm nominal cov-
erage of Ag and, (b) morphology of big agglomerates immediately after deposition (left),
and 3 days after deposition (right).

the morphology of the agglomerates has changed in this time. They have
shrunk as shown in Figure 2b. EDX analysis, acquired on flat regions far
from the steps and the agglomerates, showed that Ag was present over the
whole surface with a signal intensity decreasing with time (Fig. 3). This re-
sult suggests that the shrinking of the clusters is due to diffusion of the Ag
atoms into the crystal. After 70 days, the decrease in the intensity seems to
have stopped at about 90 % of the initial signal, indicating that the diffusion
has stopped.

The observed morphological changes show that the Ag and Bi2Se3 phases
are not thermodynamically stable at room temperature. They indicate on
the diffusion of the Ag atom into the Bi2Se3 crystal. The question is whether
the Ag atoms intercalate into the crystal structure (maintaining the metal-
lic oxidation state) as claimed by Koski et al. [18], form a solid solution
or a chemical reaction with formation of new phases takes place. As the
occurrence of these chemical processes is determined by thermodynamic
phase equilibria and does not depend on a size or morphology of the initial
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Figure 3: Reduction of the Ag signal intensity in the EDX analysis with time; the inset shows
the EDX spectra taken from the Bi2Se3 crystal surface with the 10-nm nominal coverage
immediately after the deposition and 70 days later.

phases (such as their kinetics), we can study them better in systems where
higher interfacial surface area can be realized. For this reason, we carried
out an experiment using Bi2Se3 and Ag in a form of nanopowders.

The solvothermal synthesis of Bi2Se3 yielded hexagonal nanoparticles
with a spiral growth mode (Fig. 4), which were approximately 20 nm thick
and measured up to 1 µm in diameter. The synthesized Ag powder con-
sisted of 100 nm crystalline nanoparticles. According to the XRD analysis
(Fig. 4) the synthesized powders were pure with no traces of secondary
phases.

The experiment started with mixing and homogenizing the synthesized
powders in a molar ratio Ag : Bi2Se3 = 2:1. The phase changes of such sys-
tem were monitored by XRD. The first XRD analysis was taken right after
the mixing. Afterwards, the system has been kept at room temperature
and analyzed daily. Figure 5a shows the evolution of the phase compo-
sition with time. The XRD pattern at zero time shows diffraction lines at
2q=30.3�, 33.4� and 34.7� which do not belong to Bi2Se3 or Ag phase. This
means that the phase change has already occurred during the homogeniza-
tion process. With time, intensities of these peaks increased, which allowed
us to identify the new phases as AgBiSe2 and Ag2Se.

Undoubtedly, our experiments show that metal Ag and Bi2Se3 are not
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Figure 4: XRD pattern of Bi2Se3 nanoparticles (blue) and Ag nanoparticles (red). The
diffraction lines fully correspond to 9011965 and 9008459 PDF reference patterns, respec-
tively. The XRD patterns show no traces of secondary phases. The inset shows SEM images
of both phases, on the left there is Bi2Se3 and on the right there is Ag.

chemically compatible. They chemically react already at room temperature,
which is very uncommon for noble metals. Additionally, we tested the in-
teraction during a chemical deposition of Ag in a suspension. This method
has been chosen because it is a very common method for deposition of
metal nanoclusters on particles (e.g. in catalysis). Ag was introduced into
the suspension of the Bi2Se3 nanoparticles in ethylene glycol as AgNO3. Ag
ions were reduced to metallic Ag by ethylene glycol [19]. The XRD pattern
of the resulting dry powder showed no diffraction lines of the metallic Ag
(Fig. 5b). Instead, it clearly shows the occurrence of new diffraction pat-
terns that were ascribed to Ag2Se and AgBiSe2 phases. Interestingly, the
XRD analysis, based on the intensity of peaks, suggests that the reaction in
suspension yielded two types of Ag2Se, cubic and orthorhombic.

After the reactions in solid-state and suspension, no change in the po-
sition or of the Bi2Se3 diffraction lines occurred, which is inconsistent with
the claim of Koski et al. [18] If the intercalation would be possible it would
expand the unit cell and result in a change, not only in the position of a
Bi2Se3 diffraction lines, but also in their profile. In our study, this was not
observed.

Figure 6 above shows an EDX mapping of Se, Bi and Ag acquired on
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Figure 5: (a) XRD patterns of the phase evolution during a solid-state reaction of Bi2Se3 and
Ag powders at room temperature with the inset showing a close-up of the area of interest,
and (b) pure Bi2Se3 (red line) and product after chemical deposition of Ag in suspension
(blue line). Peaks assigned with a diamond belong to AgBiSe2 and peaks with triangle
belong to Ag2SeNot assigned peaks belong to Bi2Se3.
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Figure 6: EDX mapping of the product after chemical deposition of Ag onto Bi2Se3 nanopar-
ticles showing maps of Se, Bi and Ag made by SEM (above) and TEM (below).Circled areas
show product of reaction between Ag and Bi2Se3

Bi2Se3 nanoparticles after chemical deposition of Ag by SEM. The unre-
acted Bi2Se3 particles can be easily recognized, as they do not contain any
Ag. Some particles (see the white solid circle in Fig. 6) show presence of Ag
and Se while the signal for Bi is almost negligible. These correspond to the
Ag2Se phase. The SEM image shows that their morphology significantly
differs from that of the pristine Bi2Se3 nanoparticles. Also, particles of the
AgBiSe2 phase that contain all three elements were detected (see the white
dashed circle in Fig. 6).

Our study revealed a solid-state redox chemical reaction occurring be-
tween Bi2Se3 and the noble Ag metal at room temperature, which is a rather
unusual process. We propose the following solid-state reaction:

3 Ag + Bi2Se3 �! AgBiSe2 + Ag2Se + Bi.
Bi phase was not detected in the XRD pattern and by EDX on SEM. This

could be due to the formation of amorphous phase or alloying with the
remaining Ag. Further analysis was performed by Scanning Transmission
Electron Microscope (STEM), which allows for better lateral resolution in
EDX microanalysis if compared to SEM. By STEM/EDX mapping some Bi
particles with size in the range of 100 nm were detected (Fig. 6 below), and
their presence is in agreement with the proposed chemical reaction.
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4. Conclusion

Many innovative technical solutions have been proposed based on the
Bi2Se3 topological insulator interfaced with metal Ag as an electrode, func-
tional layer or cocatalyst [7, 11, 14, 20]. All these initial investigations do
not take into account aging of the systems due to possible chemical changes
of the interfaces. Here we have proven that such interface is not thermody-
namically stable and will, with time, undergo a chemical reaction already
at room temperature. We have shown that a spontaneous redox solid-state
reaction with kinetics that is significant already at the room temperature
will occur and produce Bi2Se3 to yield AgBiSe2, Ag2Se and Bi phase.
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Abstract 

In this paper, we report about growing of N,N’-1H,1H-perfluorobutil dicyanoperylene-
diimide (PDIF-CN2), organic semiconductor, by molecular-beam epitaxy (MBE) on gra-
phene flakes under different conditions. Describe the morphology of material on graphene 
flakes and silicon dioxide using atomic force microscope and scanning electron micro-
scope, also we report about the difference in the growth mechanism for layers of different 
orders. 

Keywords: graphene, organic semiconductor, PDIF-CN2, molecular-beam epitaxy 

1. Introduction  

To increase efficiency and to minimize the modern electronics, more engineers and 
scientists are trying to find the answer in organic compounds. And in recent years, one of 
the most popular areas of electronics is skin electronics, in which organic semiconductors 
are in high demand. Particularly interesting for researchers is PDIF-CN2. 

 

Figure 1: Molecular structures of PDIF-CN2 semiconductor. Figure taken from [1]. 

This is organic n-type semiconductor with high carrier mobility [2, 3, 4], the highest 
charge carrier mobility of single crystal devices is about 6 cm2/V·s [5, 6, 7], which makes 

Email address: vadym.tkachuk@ung.si (Vadym Tkachuk) 

Preprint submitted to UNG Communication in Science           September 7, 2018 



2 
 

this material very interesting for scientists. Another advantage is the excellent air-stability 
[8, 9], which expands the area of using of PDIF-CN2. Studies on organic thin-film tran-
sistors (OTFTs) based on PDIF-CN2 show that the electronic properties of organic semi-
conductor depend on the size of the crystals or fibers in the films and the structural quality. 
OTFTs, which are produced by spin-cast, with a fiber size of about 10 on 1.5 um, show 
the conductivity and mobility of carriers several times higher than that of conventional 
OTFTs [4]. Structural parameters and electronic properties are interrelated, future prop-
erties will depend on the formation of the coating, the type of deposition, the morphology 
and the microscope structure of the organic film. Molecular-beam epitaxy makes it pos-
sible to obtain films with a much higher structural quality and the larger the coverage area 
that gives more bonds between crystals, which in turn gives better electronic properties. 
Since heterostructures based on graphene and organic semiconductors will be in demand, 
it is necessary to study the behavior of these materials in order to create good samples. 
Therefore, we focused on studying the properties of a thin film of PDIF-CN2 deposited 
with MBE on graphene. 

2. Experimental setup  

For the preparation of graphene, we have used natural graphite and mechanical exfo-
liation method. Flakes were prepared on 300nm-thick silicon dioxide (SiO2) layer grown 
on silicon substrates. Cleaning of wafers took place in three stages: sonification in ace-
tone, sonification in isopropanol alcohol and oxygen plasma cleaning. Below are images 
of some graphene flakes that were used in the experiment. 

Figure 2: Optical microscopy images of graphene flakes on silicon dioxide wafers.  

All the flakes were tested on atomic force microscope (AFM), each flake having a thick-
ness of about ~1.2 nm, which means that we have single layer of graphene see AFM 
image and line profile on Figure 3.  
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Figure 3: AFM image of graphene flake and the line profile acquired along the black line are 
shown. 

PDIF-CN2 powder was purchased from Polyera Corporation. For deposition of PDIF-
CN2 was used molecular-beam epitaxy (MBE) technique. All experiments were carried 
with vacuum in the chamber between 10-5 and 10-6 Pa. The temperature of the chamber 
was between 295 and 298 K during deposition, silicon substrates temperature was kipping 
at 318 K. The Rate of growing was controlled by quartz crystal microbalance. Evapora-
tion was carried out at two temperatures of the evaporation cell, 468 K and 458 K with 
the different time of exposure. 

Morphological characterizations of samples were performed also by AFM (A.P.E.Re-
search A100 Atomic Force Microscope) in noncontact mode and Scanning Electron Mi-
croscope (SEM) (Jeol SSM-7100 F) techniques, which are described in the works [10,11]. 
Images were analyzed by Gwyddion open source software. 

3. Results and discussion  

The five samples were prepared with the different rate of coverage by PDIF-CN2. In 
the first three cases, samples were covered with the same temperature of the evaporation 
cell 468 K, but with the different time of exposure 10 minutes, 3 minutes and 1 minute. 
Another two samples were covered with the temperature 458 K and with the time of ex-
position 3 minutes and 1 minute. All parameters  about the samples are presented  in  
Table 1. 
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Sample: Tcell (K) Tsub (K) Time 
(min.) 

Volume* 
(um3) 

Coverage 
(%) 

#1 468 

318 

10 0.035 100** 
#2 468 3 0.007 100** 
#3 468 1 7.1×10-7 49.2 
#4 458 1 3.2×10-7 24.5 
#5 458 3 11.1×10-7 73.6 

 

Table 1.  Description and statistical parameters of the samples (* - volume of material on 9 um2 
area, ** - in this case, on samples are few layers of PDIF-CN2, so coverage is 100%). 

 

Figure 4: AFM image of the graphene flake with PDIF-CN2 on the first sample (a) with the line 
profile, obtained along the green line (b). 

 

Figure 5: AFM image of the graphene flake with PDIF-CN2 on the second sample (a) with the 
line profile (b). 

 

a) 

a) b) 

b) 
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Figure 6: AFM image of the edge of graphene flake with PDIF-CN2 on the second sample (a) 
with the line profile (b). 

 

Figure 7: SEM images of the graphene flake (dark grey) with PDIF-CN2 on SiO2 (light grey) a) 
and edge of graphene flake b). 

 

Figure 8: AFM image of the graphene flake with PDIF-CN2 on the third sample (a) with the line 
profile (b). 

a) 

a) b) 

b) 
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Figure 9: AFM image of the edge of graphene flake with PDIF-CN2 on the third sample (a) and 
the line profile (b). 

Now, if we compare all the results from Figure 4, 5 and 8, we will see that in one of 
the three cases we have a completely different result, the morphology of the surface looks 
different. In the first case, the sample has an islet morphology, probably because the ex-
posure time (10 min.) was too long, the islands was growing higher and higher, from 
which it can be concluded that the main process here was the growth of the Volmer-
Weber type. The most interesting to compare second sample (Figure 5) and third sample 
(Figure 8), on the second sample, the average thickness of one layer of PDIF-CN2 is about 
~ 2.2 nm, when the average thickness of the layer on the second sample is about ~ 0.58 
nm, see Figure 10. 

. 

Figure 10: Statistical distribution of the height of the second sample a) and the third sample b). 

The same temperature of the evaporation cell (468 K) gave the same flow of material on 
the sample in all the first three experiments, the difference is only in exposure time. From 
this we can make conclusion that first few layers of PDIF-CN2 grow differently in com-
parison with the next layers. The PDIF-CN2 has two isomers, PDIF-CN2-1,6 and PDIF-
CN2-1,7, in our experiment we have used second isomer. This isomer PDIF-CN2-1,7 has 
triclinic crystal structure and unit cell parameters: a = 0.513 nm, b = 0.738 nm, c = 1.959 
nm, 𝛼 = 92.35°,𝛽 = 82.22°, 𝛾 = 93.25° [12]. Knowing the parameters of the crystal lattice 
of PDIF-CN2, we can say that the first layer with a thickness of 0.6 nm has a "horizontal" 
orientation of the molecules, and the following layers have a "vertical" orientation of the 

a) b) 
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molecules, which converges with the a-axis 0.51 nm length and c-axis 2 nm crystal struc-
ture. 

 

 

Figure 11: Schematic sketch of the formation by molecules of the first layer a) and the following 
layers b). 

In Figure 11 shows the stages of growing PDIF-CN2, the molecules of the first layer are 
structured in a lying down configuration, and after the first layer is fully formed, another 
type of growth takes place, here the molecules are in a standing position. The first layer 
shows Frank-van der Merwe type of growth but in the following layers is Volmer-Weber 
type of growth. It can be explained that the relaxation process depends on the wetting 
region around the islands on graphene flake, this region is similar to some adhesive layer 
around, where the diffusion of molecules is much higher [13]. 

Now, if we compare the morphology of PDIF-CN2 with flakes of graphene and SiO2, 
we see that there are no big differences, the thickness of the first layer of material on SiO2, 
Figure 9, is about 0.6 nm, as well as on graphene. The following layers have a thickness 
of about 2 nm, Figure 6. Difference is only in that the islands on SiO2 look larger, and in 
some places the second layer of material begins to grow. Therefore, after this we can 
conclude that the growth of PDIF-CN2 on the flake of graphene and on SiO2 goes the 
same way, but on silicon dioxide it goes a little faster. 

Also, was done evaporation with cell temperature of about 458 K and an exposure 
time of 3 minutes and 1 minute, bellow are presented AFM images of this samples. A 
lower temperature gives a lower flow of material and lower growth rate of the layers. 

a) b) 
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Figure 12: AFM image of the edge of graphene flake with PDIF-CN2 on the fourth sample (a) 
and the line profile (b). 

   

Figure 13: AFM image of the graphene flake with PDIF-CN2 on the fifth sample (a) with the line 
profile (b). 

Figure 12 shows that the graphene layer has only islands of PDIF-CN2, 1 minute with a 
material flow at 458 K is not enough to form a complete layer, the height of these islands 
is about 0.4-0.6 nm, which still converges with the a-axis of the crystal structure of PDIF-
CN2. In Figure 13 shows the topography of PDIF-CN2 on a graphene flake with the same 
temperature, but with a longer exposure time, 3 minutes, now we see almost complete 
layer just with the holes in material, thickness of layer in this case is about 0.45 nm. As 
we see in these two cases, the thickness of the layer is about 0.5 nm, it tells us that the 
molecules in the first layer are also in lying down position, like in first three cases. At 
different deposition rates, we observe the same growth mechanism for the first and sub-
sequent layers, i.e. this mechanism does not depend on the rate of deposition of the ma-
terial. 

4. Conclusion  

In this study, we describe the morphology and structural parameters of an organic 
semiconductor as PDIF-CN2 on a single-layered graphene deposited by molecular beam 
epitaxy. We found a fundamental difference in growth mechanism for the bottom and 

a) 

a) b) 

b) 
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following layers, that is due to the peculiarity of the structure of PDIF-CN2 molecule. The 
growth mechanisms of PDIF on graphene and SiO2 are identical, and the layers have the 
same properties. 
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Abstract

Femtosecond spectroscopy is used to investigate the time evolution of the
electronic structure in Fe-based high temperature superconductors. We
have studied the orbital-selective dynamics of electrons in one of these
systems, EuFe2As2, and observed two different relaxation time scales for
dxz/dyz and dxy electrons of Fe atoms. The dxz/dyz electrons relax faster
through the electron-electron scattering channel, showing an itinerant char-
acter, while dxy electrons relax much slower, since they form a quasiequi-
librium state with the lattice due to their localised character. Our findings
suggest that electron correlation is an important property in these systems
which should be taken into careful account when describing the electronic
properties of both parent and carrier-doped compounds, and therefore es-
tablish a strong connection with cuprate superconductors.

Keywords: Superconductors, relaxation time, electron correlation

1. Introduction

The parent compounds of Fe-based superconductors are paramagnetic
metals and undergo structural and magnetic transitions exhibiting a spin
density wave (SDW) state as the ground state is anti-ferromagnetic [1] with
Fe atoms possessing magnetic moments close to a Bohr magneton [2, 3, 4,
6]. These materials exhibit varied unusual phenomena involving compet-
ing interactions related to magnetic order and superconductivity [7, 8]. The
suppression of anti-ferromagnetic ordering by doping or pressure leads to
the emergence of superconductivity. Thus, understanding the role of the
magnetic ground state and the coupling between low-energy excitations
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like spin fluctuations and lattice vibrations may be an important step to-
wards the understanding of superconductivity in the high temperature su-
perconductors.

One promising approach to study such interactions is to analyse the ex-
cited states of optically excited materials and their subsequent relaxation
in the energy phase space employing femtosecond spectroscopy. In typ-
ical metals, this involves electron-electron (e-e) and electron-phonon (e-
ph) scattering rates [9, 10], but in more complex materials with ordered
states emerging in competition with thermal fluctuations, e.g., supercon-
ducting, charge density wave (CDW), or magnetically ordered materials,
excitations specific to the ordered nature become essential [11]. Metallic
anti-ferromagnet like Fe-pnictide parent compounds now offer the oppor-
tunity to analyse the interaction of low-energy electrons with spin fluctua-
tions in an anti-ferromagnet and to probe transient changes of the electronic
band structure intimately connected to anti-ferromagnetic order.

Figure 1: (a) Fermi surface nesting in 2D k-space between the b band (hole pocket) at G-
point and the electron pocket at M-point. The arrow indicates the nesting vector q= (p, p).
(b) Energy band diagram showing the formation of spin density wave (SDW) gap in the
anti-ferromagnetic phase below 190 K.
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The generic electronic structure of Fe-based superconductors consists
of three hole bands at the Brillouin zone center (G point), and two electron
bands at the Brillouin zone corner (M point). The inner two hole bands,
named a and b, have primary contributions from dxz and dyz orbitals ,
whereas the outer hole band, named g, has the main contribution from
dxy orbitals. The strong nesting of the inner hole pocket (b band) at G point
with an electron pocket at M point along the vector q= (p, p) leads, at low
temperatures, to anti-ferromagnetic ordering of Fe magnetic moments and
the formation of a spin density wave (SDW), which is accompanied or pre-
ceded by a structural transition from tetragonal to orthorhombic structure
[12, 13]. The band picture is shown in Figure 1.

In this work, we studied the orbital selective dynamics of the photoex-
cited electrons in EuFe2As2, a parent compound of Fe-based high tempera-
ture superconductors, at temperatures above and below the magnetic and
structural transitions. We employ time- and angle-resolved photoelectron
spectroscopy (trARPES) as a tool to investigate the relaxation dynamics of
the electrons from different orbitals in these systems.

2. Experimental Methods

Single crystals of EuFe2As2 were grown using a high temperature so-
lution growth method as described in [14, 15] in the Crystal Growth Lab
at Tata Institute of Fundamental Research, INDIA. The composition and
structure were verified by energy dispersive analysis of X-rays and X-ray
diffraction. Single crystallinity was ensured by a sharp Laue pattern. Angle-
resolved photoemission (ARPES) measurements were carried out in the
Laboratory of Quantum Optics (LKO), University of Nova Gorica, using
a VG Scienta R3000 electron analyser with an energy resolution of 20 meV
and angular resolution of ⇡ 0.4o. Time-resolved photoemission spectroscopy
was carried out using a mode-locked Ti:sapphire laser system delivering
pulses at 1.5 eV (800 nm), with 50 fs duration and 5 kHz repetition rate.
The beam intensity was split into two parts. The major part of the intensity
was used to generate high-order harmonics, spanning the energy range 10-
50 eV, in Argon [16]. The second part of the beam was used as a pump,
whose intensity was controlled with a variable attenuator based on a half
wave-plate and a polariser. We could select the desired harmonics and
control their flux by means of a specially-designed grating set-up, which
preserves the pulse duration. The probe energy was set to 29 eV. The sam-
ples were cleaved in situ at pressure 6.67 X 10�8 Pa, yielding mirror like
clean surfaces. The measurements were done at 1.33 X 10�8 Pa. The probe
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polarization was fixed to s-pol and the pump polarization was adjusted us-
ing a polarizer. Thus, by changing the polarisation of the pump beam in
time resolved photoemission spectroscopy, we are able to capture the time
scales of the various orbital dependent electronic processes and reveal the
underlying coupling phenomena during the different transitions.

Figure 2: Geometry of the experimental configuration s-polarisation and p-polarisation of
the pump pulse. The direction of the pump and probe beams have been indicated by green
and blue colours, respectively.

In a time-resolved ARPES (trARPES) experiment, the dynamics of pho-
toexcited electrons can be tracked by varying the delay between the low-
energy (visible or infrared) pump and the high-energy (extreme ultraviolet)
probe beam. This gives information about different coupling phenomena,
excitation modes and relaxation processes. The different electronic states
can be probed selectively by adjusting the polarisation of the excitation
pulse as shown in Figure 2. The s-polarised pump beam has electric field
vector parallel to the surface, whereas the electric field vector of p-polarised
beam, making an angle of around 36o with the sample surface, is directed
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out of plane of the sample surface. In the s-polarised configuration, the
pump beam mainly excites the dxy and dyz orbitals, while in the p-polarised
configuration the excitation cross-section will be higher for electrons in the
out-of-plane dxz orbitals.

3. Results and Discussion

In Figure 3(a) and 3(b), we have shown the the time-resolved photoe-
mission (trPES) spectra as a function of the delay between pump and probe
beams at 210 K, i.e above the SDW transition temperature TN = 190 K, for
both the polarisations of the pump pulse. We observe that the intensity of

Figure 3: Time resolved photoemission (tr-PES) spectra as a function of the pump-probe
delay at 210 K for (a) s-polarisation and (b) p-polarisation of the pump. (c) Intensity of the
electrons, integrated within binding energy window 0.1-0.2 eV, as a function of the delay
between pump and probe beams.

hot electrons, integrated within the binding energy window 0.1 eV to 0.2
eV, shows a sharp rise after t0 (time at which there is temporal overlap be-
tween the pump and probe pulses) followed by coherent oscillations and
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then there is a decay of the signal on a time scale of a few picoseconds, as
shown in Figure 3(c). After optical excitation of electrons to unoccupied
states, there is a thermal redistribution of energy among the electrons (e-e
thermalisation), which happens within tens of femtoseconds, after which
there are electron-lattice interactions giving rise to different coherent col-
lective excitation modes such as phonons and magnons within hundreds
of femtoseconds. The frequency of oscillations is 5.6 THz (around 23 meV),
for both polarizations, which, as reported earlier [17], corresponds to the
fully symmetric A1g phonon mode, triggered by the breathing of As atoms
along c-axis. From Figure 3(c), we find that the electron relaxation dynam-
ics is significantly different for the two polarisations. Though there are co-
herent oscillations in both cases, but the electrons excited by the p-polarised
pump decay faster as compared to the decay of the electrons excited by s-
polarised pump. Also, the spectral intensity for p-polarised pump shows
faster damping than that for s-polarised pump.

Figure 4: (color online) Spectral intensity of the hot electrons as a function of pump-probe
delay time, Dt for (a) p-polarized and (b) s-polarized pump beam at different sample tem-
peratures. Solid lines represent single exponential fits.

The intensity of the hot electrons, I+ are shown in Figure 4 for both p-
pol and s-pol pump excitations. To analyse the temporal dynamics of the
hot holes, the intensity (I�) was integrated within an energy window of 0.1
eV below the Fermi level. The time-dependent intensity profiles of the hot
holes for p- and s-polarizations of the pump at different temperatures are
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shown in Figure 5. The data has been normalised and fitted with an expo-
nential decay function, I+,� = Ae

�t/t+,�+B, to extract the time constants for
the decay of the excited states. Here, A is the amplitude of the excitation,
t+,� is the decay time constant of the electrons or holes, respectively, and
B accounts for the background originating from electron phonon scatter-
ing. The fitting function was multiplied by a step function at (Dt) = 0 and
convoluted with a Gaussian function to account for finite durations of the
pump and probe pulses.

Figure 5: (color online) Spectral intensity of the hole excitations as a function of pump-
probe delay time, Dt for (a) p-polarized and (b) s-polarized pump beam at different sample
temperatures. Solid lines represent single exponential fits.

The extracted decay constants as a function of temperature have been
shown for electrons in Figure 6 and for holes in Figure 7, for both polarisa-
tions of pump pulse. We observe that the relaxation time constants for hot
electrons are significantly different for the two pump polarisations while
for the hole excitations, they are similar for T < TN . At 210 K, however,
the decay time for the hole created by s-polarized light is longer than that
for p-polarized case. For the hot electrons, when excited by p-polarised
light, the electrons are observed to relax faster with time constant of the
order of 500 fs but they relax quite slowly with time constant of 1-2 ps
when excited by s-polarised beam. Now, for p-polarisation, we see that
the relaxation is slower for T < TN , i.e, in the SDW state, than that at 210
K (above SDW transition) while for s-polarisation, there are no significant
changes with temperature. In the p-polarised configuration (primarily the
dxz orbitals are excited), the fast relaxation dynamics can be explained by
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Figure 6: Decay time constants of the hot electrons, t+, as a function of temperature for
p-polarised and s-polarised pump beam.

the inter-band scattering between the b band and the electron pocket at
the M-point, which is possible due to Fermi surface nesting between the
two pockets. This fast relaxation can be attributed to the itinerant nature
of the dxz electrons. But the relaxation dynamics observed for s-polarised
case is complex. It appears to follow a trend similar to the p-polarised case
for short time delays but at longer delay times, it is different. The data
in the shorter delay time seem to have influence from dyz states while the
longer delay time is predominantly contributed by the decay of dxy elec-
trons. This shows the localised character of the dxy electrons. As the g band

Figure 7: Decay time constants of the holes, t�, as a function of temperature for p-polarised
and s-polarised pump beam.

has no nesting condition with any other band, dxy electrons can only decay
through intra-band scattering and hence are longer lived. Because of the
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absence of nesting for the g band, the dxy electrons do not participate in
the SDW transition. For the dynamics of the holes, similar scenario can be
seen in the paramagnetic phase at 210 K where the time constant is more
for the hole excitations in s-polarised case than that for p-polarised case. In
the SDW phase (T < TN), the local character of dxz states enhances signifi-
cantly due to the SDW gap and the difference in decay time for s-polarised
and p-polarised cases becomes insignificant. We can thus say, that, the dxz

and dyz electrons participate in the magnetic (SDW) transition and are itin-
erant while the dxy electrons are localised and also do not contribute in the
magnetic transition. Since there is also a structural transition at about the
same transition temperature of 190 K, it can be predicted that the dxy elec-
trons contribute in this structural transition. This is a part of our future
studies on how we can decouple the different transitions by changing the
polarisation of the pump beam and to estimate their decay times.

4. Conclusions

In this study, we have used a different kind of technique to probe the or-
bital selective electronic behaviour in strongly correlated systems. We have
observed that the time scales of electron relaxation for dxy and dxz/dyz or-
bitals are different in EuFe2As2. The dxz/dyz electrons relax faster through
electron-electron scattering channel, which shows their itinerant behaviour.
But, dxy electrons have longer relaxation time scales since they form a quasi-
equilibrium state with the lattice and are, thus, localised. Although the
ratio between effective masses of electrons belonging to dxz/dyz and dxy

orbitals measured with different techniques, such as ARPES and quantum
oscillations, is ⇠ 1 [18, 19, 20], our results show that electron dynamics is
dependent on the orbital geometry and there are strong electron correlation
effects in this system.
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Synthesis of Bi2Se3 plates by means of
hydrothermal method
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Abstract

New methodology for producing high quality Bi2Se3 plates has been devel-
oped. Bi2Se3 plates were prepared with hydrothermal method. Di↵erent
reaction conditions have been investigated to obtain plates having a diame-
ter of ⇠ 500 nm. The Bi2Se3 plates were characterized using x-ray di↵raction,
scanning electron micropscopy with energy-dispersive x-ray spectroscopy and
transmission electron microscopy.

Keywords: hydrothermal method, topological insulator, x-ray di↵raction,
scanning electron micropscopy, transmission electron microscopy.

1. Introduction

Topological Insulators (TIs) have developed the great concern in the field
of science due to its interesting nature such as insulating bulk gap and metal-
lic surface states. Bismuth selenide (Bi2Se3) being one of the TIs has a rhom-
bohedral crystal structure, each quintuple layer (QL) has been combined by
the weak van der Waals interaction [1]. Due to the topology of their electronic
band structure, TIs have insulating bulk and conducting surfaces (or edges)
due to the presence of some special surface states that are also spin polar-
ized. In the presence of non-magnetic impurities, topological surface states
(TSS) are immune to backscattering and this characteristic makes this class
of materials particular interest in the field of nano- electronics and spintron-
ics. TI based nano devices can have better performance in terms of speed,
high cut-o↵ frequency and low power consumption [2-7]. The fabrication of
such nano-devices requires high-quality TI that can be produced under easy
and robust synthesis conditions.
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At present, there are di↵erent methods for the preparation of Bi2Se3.
Bi2Se3 can be prepared by exfoliation methods, which have been widely used
to produce nano sheets from the single crystals. High quality single crys-
tals of Bi2Se3, are grown by Bridgman method [8,9]. Mechanical exfoliation
can be done by adhesive tape peeling or by lithium intercalation, a chemi-
cal exfoliation method that could produce high quality nano sheets from the
single crystals [10,11] even though lithium intercalation method has found
to be less e↵ective for selenide and telluride families of materials [12-14].
Exfoliation is an easy fabrication method, but has some disadvantages like
poor controllability, low yield and irregular shapes which could not be used
widely in studies and applications. Another method is a Chemical Vapor
Deposition (CVD) method, an easily accessible method used for the produc-
tion of high quality nanoribbons, nanowires and nano plates in large scale
with large surface to volume ratio, which might significantly decrease the
conduction in bulk carriers. However, the CVD has low deposition rate [15].
Metal Organic Chemical Vapor Deposition (MOCVD) method, developed by
the vapor phase epitaxy where the organic compounds and the hydrides are
used as the source materials. MOCVD produces high purity material in large
scale with less defects and has good controllability over thickness. Expensive
equipment and harmful source materials being a limitation in MOCVD [16].
Another widely used method is Molecular Beam Epitaxy (MBE), used to pro-
duce highly pure thin films with the source materials which are condensed
on the wafer as gaseous elements to form the desired compound materi-
als on the films. Despite being more advantageous with respect to uniform
thickness, accurate composition, good crystal integrity and slow growth rate,
MBE requires high maintenance cost and high vacuum [17-18]. Bi2Se3 can
be prepared by solvothermal synthesis due to its simple procedure where the
reactions take place in the steel autoclaves at high temperature and pres-
sure with organic solvents [19]. Solvothermal synthesis is a low cost method
to produce high quality crystalline platelets, allows to control the size and
the shape of the plates by changing solvent type, temperature, reaction time
and precursor type. The disadvantages of solvothermal synthesis is that as-
synthesized particles are coated with an amorphous layer, due to the use of
the organic solvents. This amorphous layer on the surface of the particles
acts as a barrier in some applications, where the direct contact between the
Bi2Se3 and other material is required (e.g. spintronic devices).

To overcome this problem, in this article we demonstrate, for the first
time, that high quality Bi2Se3 plates can be obtained by an hydrothermal
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method [20]. The new technique consist of a solvent free procedure simi-
lar to that used during the solvothermal sythesis. The synthesized Bi2Se3
plates were characterized using x-ray di↵raction (XRD), scanning electron
micropscopy (SEM) with energy-dispersive x-ray spectroscopy and transmis-
sion electron micorscopy (TEM). No signature of organic coating was found
on the surface of Bi2Se3 plates prepared by hydrothermal method. The tun-
ing of the particles size has been obtianed by changing the concentration of
reducing agent and the duration of reaction [19].

2. Experimental details

In order to compare the two di↵erent methods, Bi2Se3 plates were pre-
pared with both solvothermal and hydrothermal methods.

For the preparation of Bi2Se3 plates with solvothermal method, 0.5 mmol
of bismuth oxide ( Bi2O3), 1.5 mmol of selenium (Se), 0.02 mmol of polyvinyl-
pyrrolidone (PVP) and 4 mmol of sodium hydroxide (NaOH) were dissolved
in 20 ml of ethylenglycol (CH2OH)2 and mixed. After one hour of mixing,
the obtained slury was transfered and sealed in a teflon lined autoclave and
heated to 200o C for 10 h. After the reaction was completed, the suspension
has been washed for five times with H2O in a centrifuge at 7600 rpm for
15 mins. The suspended particles have been dried and prepared for further
characterization.

For the hydrothermal synthesis of Bi2Se3 particles, we used the same
experimental procedure as in the case of solvothermal synthesis, except that
instead of Bi2O3 we used bismuth III nitrate pentahydrate (Bi(NO2)3 ⇥
5H2O) of 0.61 mmol. To maintain the reductive conditions, the hydrazine
(N2H4) was added (0.8 ml or 1.6 ml) with 0.026 ml of hydrochloric acid (HCl).
The slury was then sealed in the teflon lined autoclave and heated to 200o

C for di↵erent time period, varying from 24 h to 48 h, except in the case of
synthesis where we added 1.6 ml of N2H4, where the reaction was prolonged
to 72 h.

(CH2OH)2 was purchased from Fisher BioReagents, HCl was purchased
from Sigma Aldrich wheareas Bi2O3, Se, NaOH, PVP, Bi(NO2)3 ⇥ 5H2O,
N2H4 were purchased from Alfa Aesar and used without further purification.

The synthesized Bi2Se3 plates were characterized using XRD (Rigaku
Miniflex600 XRD Instrument), SEM with EDXS (Jeol SSM-7100 F) and
TEM (JEM 2100-F).
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3. Results and discussion

The comparison of the morphology and chemical composition of the syn-
thesized particles by solvothermal and hydrothermal methods is done with
SEM (Fig. 1) and EDXS.

Figure 1: SEM images of Bi2Se3 plates at low magnification and high magnification,

prepared by (a)-(b) solvothermal method at 200
0
C/10 h and (c)-(d) hydrothermal method

at 200
0
C/42 h with 1.6 ml of N2H4 respectively.

The analysis reveals that particles prepared with both methods are hexag-
onal and are assembled in spherical agglomerate. The EDXS analysis on a
hexagonal plate prepared by solvothermal and hydrothermal methods shows
the presence of Bi and Se in an atomic percentage ratio 39.3±2.4 : 60.7±1.4
and 40.4 ± 0.3 : 59.6 ± 0.3 respectively, which corresponds to the expected
stoichiometric ratio of Bi2Se3. In addition to hexagonal plates there are
spherical particles, whose composition will be discussed below.
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Figure 2: TEM images of Bi2Se3 plates prepared by (a) solvothermal method at 200
0
C/10

h and (b) hydrothermal method at 200
0
C/24 h with 0.8 ml of N2H4.

More detailed information about the structure of the Bi2Se3 particles has
been obtained by TEM characterization. Fig. 2 (a) reports the structure of a
Bi2Se3 plate obtained by solvothermal method. The particle is oriented with
its crystallographic c-axis perpendicular to the electron beam, and the arrow
indicates the presence of a thin amorphous layer. This layer is attributed
to a coating of an organic layer as a results of the use of solvents during
the solvothermal synthesis. Whereas for the particle prepared by hydrother-
mal method (Fig. 2 (b)), the particles are crystalline, but the coating of
amorphous layer is not observed. SEM with EDXS and TEM measurements
demonstrate that crystalline Bi2Se3 plates, having the correct chemical com-
position, can be obtained with both solvothermal and hydrothermal methods.
In the case of hydrothermal sythesis the particles do not show any additional
coating as is the case of solvothermal sythesis.
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Figure 3: XRD spectra of Bi2Se3 particles prepared by hydrothermal method at 200
0
C

using solvothermal method (ST) and hydrothermal method (HT), after di↵erent reaction

time where addition of the N2H4 was 0.8 ml.

To gain an insight about the role played by the reaction time and amount
of reducing agent during the hydrothermal reaction, di↵erent samples were
systematically prepared and characterized. In Fig. 3 are reported the XRD
specra of the samples prepared by hydrothermal (denoted by HT) method
by varing the reaction time and keeping the amount of N2H4 constant at 0.8
ml and the reaction temperature at T=2000 C . As a term of comparison,
in the same figure, the XRD spectrum measured on sample prepared with
solvothermal method (denoted by ST) is included. The XRD pattern of the
samples prepared by solvothermal method reveals that the peaks corresponds
to the structure of Bi2Se3. However, in addition to the peaks expected for
pure crystalline Bi2Se3 (Card No.9011965), there are additional peaks (de-
noted by +) which are indexed according to the structure of Bi0.755 Se0.745
(Card No.9012066). The presence of these extra peaks are due to an incom-
plete reaction between the Bi and Se during the formation of Bi2Se3. The
XRD pattern of samples prepared by hydrothermal method also reveals the
peaks that correspond to the structure of Bi2Se3. However, there are also
additional peaks (denoted by *) that can be ascribed to the structure of Se
(Card No.9008581). The peaks of Se are always present independently from
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the reaction time. The Se in these samples is most probably due to a low
amount of N2H4, which is required to reduce Se0 to Se2� [20]. Moreover, the
presence of concetrated HCl also reduces the activity of the N2H4 [19]. The
unreacted Se is visible in the SEM images in the form of spherical particles
(see Fig. 4 (a)) and has been confirmed by EDXS measurements done on that
structures. In order to reduce the quantity of non-reacted Se, the amount
of N2H4 was increased from 0.8 ml to 1.6 ml in a second batch of samples
prepared with hydrothermal method (see EXPERIMENTAL DETAILS).

Figure 4: The SEM images of Bi2Se3 plates prepared by hydrothermal method at 200
0

C/42 h (a) with 0.8 ml of N2H4 (b) with 1.6 ml of N2H4.

The increase of N2H4 resulted to be beneficial for the complete reaction
of Se. SEM image (see Fig. 4 (b)) shows only hexagonal plates, no spherical
particles are visible and the EDXS measured on hexagonal plates confirms
to be pure Bi2Se3 plate.
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Figure 5: XRD spectra of Bi2Se3 particles prepared by hydrothermal method at 200 C

after di↵erent time of reaction with addition of 1.6 ml of N2H4.

The results obtained with SEM are confirmed by XRD measurements re-
ported in Fig. 5. The XRD pattern of the samples prepared by hydrothermal
method with an increased amount of N2H4 (Fig. 5) clearly shows the pres-
ence of the peaks that correspond to the structure of Bi2Se3. However, the
additional peaks (denoted by *) ascribed to Se are present on the samples
obtained after 24 h and 72 h of reaction. In the first case Se is most prob-
ably present beacuse of a too short reaction time, while in the second case
because of an insu�cient amount of N2H4 for such long reaction time. These
observations, together with the SEM analysis with EDXS, clearly shows that
an increased amount of N2H4 is necessary for the complete reaction of Se and
a good compromise between reaction time and quantity of reducting agent
must be found in order to obtain pure crystalline Bi2Se3 particles.
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Figure 6: The SEM images of Bi2Se3 plates prepared by hydrothermal method with 1.6

ml of N2H4 at 200
0
C after (a) 24 h (b) 30 h (c) 36 h (d) 42 h and (e) 48 h of reaction

time.
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In Fig. 6 are reported the SEM images of the particles prepared by
hydrothermal method with 1.6 ml of N2H4 after di↵erent reaction time. At
24 h of reaction the diameter of the particles is less than 100 nm, as the
reaction time increases the diameter of the particles increases. After 42 h of
reaction the larger plates are observed to be ⇠ 500 nm in diameter. From
the observation of SEM image it is evident that the size of the plate increases
with respect to an increase in the reaction time.

4. Conclusion

With the results reported here we demonstrated, for the first time, that
crystalline Bi2Se3 plates can be prepared by means of hydrothermal method.
SEM with EDXS,TEM and XRD characterizations confirm that the crys-
talline Bi2Se3 plates obtained with hydrothermal method are very similar to
that produced with solvothermal method, but without any additional coat-
ing on their surface. An increased amount of N2H4 (0.8 ml to 1.6 ml) and
an optimal reaction time, have been demonstrated to be beneficial for the
complete Se consumption during the hydrothermal sythesis. The increase in
reaction time results in an increase of the size of the Bi2Se3 plates, which is
from less than 100 nm up to ⇠ 500 nm in diameter. The knowledge gained
about the new synthesis method for the preparation of Bi2Se3 particles, with
tunable diameter size, is of great importance for the realization of TI based
devices which require a cheap production method, the direct contact between
Bi2Se3 and the other materials, the exploitation of electronic properties that
depends on the size of Bi2Se3 particles such as minimized bulk conduction
and scattering caused by natural defects and/or band gap enhancement by
quantum size e↵ects.
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Abstract 

Although in production of yeast species Saccharomyces cerevisiae are usually used, other 
yeast species are being investigated in terms of using them for improvement of wine aroma 
and colour. Colour of the wine can be affected with the usage of yeast with high 
hydroxycinnamate decarboxylase activity. 96 different yeast strains belonging to 27 species 
were selected for the assessment of HCDC activity. In some cases the difference in p-coumaric 
acid metabolism rate between two strains exceeded 70%. Saccharomyces paradoxus strains 
showed more than 40% conversion rate. Strains with the highest HCDC activity were two 
Pichia guillermondii strains. The results showed that HCDC activity is highly strain dependent. 
The proposed method is very simple and does not require special sample preparation prior to 
HPLC analysis. Furthermore, the proposed fermentations in deep well microtiter plates allow 
the screening of high number of strains. The method could be used for routine screening, to 
determine which strain has high HCDC activity and produces high concentration of 
vinylphenols and can therefore be used in future for determination of strains ability to 
synthesize vinylphenolic pyranoanthocyanins. 

Key words: yeast, hydroxycinnamate decarboxylase, 4-vinylphenol, 4-ethylphenol, p-
coumaric acid 

1. INTRODUCTION 

Conventionally, alcoholic fermentation in the production of wine is performed by yeast species 
Saccharomyces cerevisiae. There are numerous starters available, however because of the 
growing demand for wines with specific characteristics, other Saccharomyces and non-
Saccharomyces species are being investigated for potential use as starters (Masneuf-
Pomarede et al. 2016). Yeast selection has involved the development of techniques for 
detecting strains that might improve wines in terms of aroma, structure, colour and other 
technological properties (Suárez-Lepe and Morata 2012). Colour of the wine can be affected 
is colour as some metabolites produced by yeast during fermentation may react with grape 
anthocyanins to produce highly stable pyranoanthocyanins such as vitisin A and vitisin B. 
Formation of stable pyranoanthocyanins is desirable as the wines are less susceptible to 
gradual colour loss with the wine ageing. Furthermore, they are less susceptible to the loss of 
colour after the addition of SO2, which  is used as antimicrobial agent (Antonio Morata et al. 
2016). Similar to vitisins, vinylphenolic pyranoanthocyanin adducts also show great colour 
stability (Antonio Morata, González, and Suárez-Lepe 2007; Benito et al. 2011). As 
vinylphenols act as precursors of ethylphenols in wines, which are considered off-smells and 
are undesirable because they degrade the quality of wine, formation of vinylphenolic 
pyranoanthocyanins during fermentation can provide a natural way of preventing or reducing 
possible ethylphenol precursors in wine (Antonio Morata, Loira, and Suárez Lepe 2016).  The 
pathway of vinylphenolic pyranoanthocyanins formation is presented in the Figure 1. 
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Figure 1: Vinylphenolic pyranoanthocyanins pathway formation. 

 

For the facilitation of formation of vinylphenolic pyranoanthocyanins, yeast strains with high 
hydroxycinnamate decarboxylase (HCDC) activity are used. The mechanism of reaction is 
decarboxylation of hydroxycinnamic acids and formation of vinylphenols that condense with 
grape anthocyanins and form stable vinyphenolic pyranoanthocyanin adducts (Figure 1). 
(Escott et al. 2016). It has been demonstrated that some non-Saccharomyces strains (Pichia 
guillermondii, Schizosaccharomyces pombe) have positive HCDC activity and that they can 
produce vinylphenolic pyranoanthocyanins in higher concentrations than S. cerevisiae. When 
non-Saccharomyces strains are used for the must fermentation, they should be used with 
Saccharomyces strains either in the form of co-fermentation or sequential fermentation as non-
Saccharomyces strains cannot finish fermentation by themselves as they are sensitive to 
ethanol content (Benito et al. 2011; Antonio Morata et al. 2016).  

A simple way of determining whether the yeast strain has HCDC activity or not, is the use of 
media with the addition of hydroxycinnamic acids, such as p-coumaric acid. The degradation 
of p-coumaric acid and transformation into 4-vinylphenol (and possibly in 4-ethylphenol) can 
be checked by LC-DAD (Benito, Palomero, Morata, Calderón, et al. 2009). HCDC active yeast 
strain transforms hydroxycinnamic acids into vinylphenols and later a vinylphenol reductase 
enzyme induces the reduction of vinylphenols in ethylphenols.The pathway of 4-vinylphenol 
(and 4-ethylphenol) formation from p-coumaric acid is presented in the Figure 2. 



 

Figure 2: Formation of 4-vinylphenol and 4-ethylphenol from p-coumaric acid.. The 
biosynthesis of volatile phenols is related to the activity of two enzymes. First step is 
decarboxyalation of p-coumaric acid which is catalyzed by hydroxycinnamate decarboxylase 
enzyme. The second step occurs if the strain has vinylphenol reductase activity which 
catalyzes the reduction of 4-vinylphenol into 4-ethylphenol. 

The yeast strain can be considered HCDC positive, when it transform more than 10% of p-
coumaric acid into 4-vinyphenol. The greater the degradation of p-coumaric acid and resulting 
formation of 4-vinylphenol is, the higher HCDC activity of the yeast. Subsequently yeast with 
high HCDC activity are expected to form higher concentrations of vinylphenolic 
pyranoanthocyanins during fermentation of must (Antonio Morata, Loira, and Suárez Lepe 
2016).  

Morata et al. (A. Morata et al. 2013) tested 12 commercial S. cerevisiae strains for HCDC 
activity and degradation rate ranged from 60 – 99%. Furthermore, the activity of four 
experimental strains isolated ranged from 60-80%. Benito et al. measured the HCDC activity 
of two S. cerevisiae strains and strains Dekkera bruxellensis, Pichia membranifaciens, and 
Candida pulcherrima strain. The obtained results showed that only D. bruxellensis and S. 
cerevisiae 7V were able to transform p-coumaric acid. D. bruxellensis metabolized nearly all 
of p-coumaric acid, while S. cerevisiae 7V transformed 15%. Both strains were able to produce 
4-vinylphenol, however only D. bruxellensis produced significant amounts of 4-ethylphenol 
(Benito, Palomero, Morata, Calderón, et al. 2009). Ecribano et al. tested 97 non-
Saccharomyces wine yeast strains belonging to 10 different genera for HCDC activity. The 
detection was performed on yeast-peptose-dextrose (YPD) plates, and HCDC positive strains 
were detected by a colour shift of the media from yellow to purple due to the alkalization of 
media. Of all the strains tested only 50% of Metschnikowia pulcherrima strains were positive, 
while P. kluyveri, Torulaspora delbrueckii, Lachancea thermotolerans, Debaromyces hanseniii 
and Candida spp. strains did not present HCDC activity. No data was provided about the p-
coumaric transformation rate and 4-vinyl phenol and 4-ethyl phenol production (Escribano et 
al. 2017).  

The aim of our work was to develop simple method for the screening of Slovenian in-house 
yeast collection, comprising of native isolates that mostly originated from Vipava valley and 
Karst region, and therefore try to determine strains with high HCDC activity. These strains can 
be used for wine fermentations in order to produce more stable pyranoanthocyanins; which is 
especially important in wines that has less anthocyanin concentration already from the grape, 
such as Pinot Noir.  

 

 

 



 

2. MATERIALS AND METHODS 

Yeast strains and fermentation media 

96 different yeast strains belonging to 27 species were selected for the assessment of HCDC 
activity. Selected species were taken from Wine Research Centre of University of Nova Gorica 
(Vipava, Slovenia) yeast collection and Collection of Industrial Microorganisms (ZIM) 
(Biotechnical Faculty, University of Ljubljana, Slovenia). Two commercial S. cerevisiae strains 
were also tested – Fermol Premier Cru (FPC) (AEB Group) and Lalvin EC1118 (Lallemand, 
Canada). Strains chosen for this experiments and their origin are presented in the 
Supplementary Information (Table S1). 

Yeast strains were stored at -80 °C in 15% glycerol and were streaked on Wallerstein-Lab 
(WL) plates and incubated for 48h at 25 °C. Single colonies were used to inoculate 3 mL of 
yeast-peptone-dextrose (YPD) media in 15 mL sterile centrifuge tubes. Precultures were 
incubated for 24h at 25 °C with shaking at 250 rpm. The growth of yeast cultures was checked 
with measuring the absorbance at 600 nm (OD600). OD600 of yeast cultures was adjusted to 
OD600=1 with 0.85% sterile saline solution, if necessary. The fermentation media used was 
composed of 0.67% (w/v) commercial yeast nitrogen base (YNB) media with (NH4)2SO4, 2% 
glucose (w/v) and 100 ppm of p-coumaric acid dissolved in double distilled water and filtered 
through 0.2 µm PES filter. 

To the deep well microtiter plate 1.35 mL fermentation media was added. The media was 
inoculated with 150 µL of yeast culture (OD600=1), to achieve final OD=0.1. The deep well 
plate was covered with sterile cover to prevent evaporation during fermentation. Fermentations 
spanned for 10 days and were done in four replicates. 

Detection of p-coumaric acid, 4-vinylphenol and 4-ethylphenol by high performance 
liquid chromatography with photodiode array detection (HPLC-DAD) 

The compounds were analysed using Agilent Technologies 1100 (Palo Alto, California, USA) 
HPLC chromatograph equipped with a quaternary pump, an autosampler and photo-diode 
array detector. Isocratic elution of mobile phase A (0.2% trifluoroacetic acid in water) and 
mobile phase B (0.2% trifluoroacetic acid in methanol) was used in the ratio 80/20 (mobile 
phase A/ mobile phase B). The column used for separation was reverse-phase Phenomenex 
Luna C18 PFP (250x4.6 mm, 5 µm i.d.) with matching guard column. Wavelengths used for 
detection were 320 nm, 280 nm and 260 nm. Time of analysis was 15 min. Quantification was 
performed by comparison of external standard at 320 nm (p-coumaric acid), 280 nm (4-
ethylphenol) and 260 nm (4-vinylphenol). 

Samples were centrifuged after the end of fermentation for 10 min at 6000 rpm. The 
supernatant was analysed on HPLC-DAD. The injection volume was 40 µL. 

 

3. RESULTS AND DISCUSSION 

Detection and quantification of p-coumaric acid, 4-vinylphenol and 4-ethylphenol 

Figure 3 shows chromatogram of p-coumaric acid, 4-vinylphenol and 4-ethylphenol and the 
wavelengths used for their detection and quantification. Usage of deep-well microtiter plates 
for fermentations and short time of analysis needed for each sample (15 min) allowed for the 
testing of high number of strains. The proposed HPLC-DAD method in combination with 
microtiter deep-well plates is applicable as screening method for selection of strains with high 
HCDC activity that could be potentially used as starters. HCDC activity was expressed as the 
ratio of p-coumaric acid concentration of the strain at the end of fermentation and p-coumaric 
acid concentration in the control sample. Limit of detection (LOD) was calculated as the ratio 



between 3xSTDEV of the blank sample and slope of the regression curve. Limit of 
quantification (LOQ) was calculated as the ratio between between 10xSTDEV of the blank 
sample and slope of the calibration curve. Information about calibration curve, coefficient of 
multiple determination (R2), LODs and LOQs are presented in the table 1. 

 
Figure 3: Chromatogram of 4-ethylphenol (3), 4-vinylphenol (2) and p-coumaric acid (1) with 
their spectrums. 4-EP (4-ethylphenol) λmax = 260 nm; 4-VP (4-vinylphenol) λmax = 280 nm, p-
CA (p-coumaric acid) λmax = 320 nm. 

Table 1: Calibration parameters for p-coumaric acid, 4-vinylphenol and 4-ethylphenol. 
 

Compound Detection 
wavelength 

[nm] 

Calibration 
curve 

R2 LOD 
[ppb] 

LOQ 
[ppb] 

p-coumaric 
acid 

320 y=223.41x + 
87.207 

0.9996 20  50  

4-vinylphenol 260 y=238.77x + 
542.48 

0.9989 50  180  

4-ethylphenol 280 y= 26.059x + 
5.8728 

0.9998 160  700  

 

 

 



 

HCDC activity of tested yeast strains 

In Table 2, HCDC activity of tested strains is presented. HCDC activity of yeast strains was 
expressed as p-coumaric acid conversion rate. The results show that HCDC activity varies 
greatly within species.  

Table 2: HCDC activity of tested yeast strains. 

Genus Species N°strains tested TR [%] 
(average) 

Torulaspora T. delbrueckii 8 0.8 – 72.2 (19.7) 
Starmella S. bacillaris 2 13.1-16.0 (14.5) 
Saccharomyces 
 

S. servazii 1 0.7 
S. paradoxus 10 40.6-66.6 (50.4) 
S. kudriavzevii 6 2.6-9.1 (6.8) 
S. cerevisiae 17 5.1-66.0 (31.7) 
S. bayanus 2 27.0-30.9 (28.9) 

Pichia 
 

P. sp 1 8.4 
P. membranifaciens 3 7.2-20.6 (12.6) 
P. manshurica 4 0-66.9 (26.0) 
P. kudriavzevii 1 0 
P. kluyveri 5 1.0-19.4 (13.4) 
P. guillermondii 2 88.5-88.7 (88.6) 
P. anomala 1 9.9 

Metschnikowia 
 

M. pulcherrima 6 12.9-23.9 (19.2) 
M. fructola 1 1.7 
M. reukafii 1 86 

Lachancea L. thermotolerans 4 0-16.2 (9.8) 
Kregervanrija K. fluxum 1 29.1 
Kluyveromyces K. dobzhanskii 1 0 
Issatchenkia I. terricola 1 11.8-22.6 (17.2) 
Hanseniaspora 
 

H. uvarum 10 0-99.9 (19.7) 
H. osmophilia 1 3.1 

Debaromyces  D. hansenii 3 16.8-41.3(27.3) 
Candida C. sake 1 1.6 

C. rugosa 1 18.2 
C. diversa 1 17.2 

 

Of the tested 96 strains, 72.9% of them were HCDC positive, as they transformed more than 
10% of p-coumaric acid. It was observed that HCDC activity is strain dependent, as in some 
cases the difference in p-coumaric acid metabolism rate between two strains exceeded 70% 
(Table 1). HCDC activity of S. cerevisiae strains which is the species most commonly used in 
fermentation, varied between 5.1 and 66.1%. Commercial strains tested, FPC and EC118 
showed 43.9 and 21.5% degradation rate, respectively. It was observed that some native 
strains had higher HCDC activity than commercial ones, with strain ZIM2180 showing the 
highest HCDC activity among tested S. cerevisiae strains (66.0%). Benito et al. (2011) tested 
16 S. cerevisiae strain and the p-coumaric acid conversion rate varied, with only three strains 



able to convert more than 50% of p-coumaric acid (Benito et al., 2009b, 2011b), however 
published data from Morata et al. showed high HCDC activity of tested S. cerevisiae strains, 
as p-coumaric acid transformation rate was above 60% (Morata et al., 2013). The published 
data also confirms that HCDC activity is strain dependent. M. reukafii strain tested showed 
high HCDC activity, however other Metschnikowia species tested had less than 24% 
conversion rate. M. pulcherrima strains had an average of 19.2% conversion rate. Others 
authors have also reported about positive HCDC activity of M. pulcherrima strains (Shinohara 
et al., 2000; Escribano et al., 2017;). Escribano et al. (2017) tested six M. pulcherrima strains 
and 50% of the tested strain showed HCDC activity, however, no data was provided about the 
conversion rates of p-coumaric acid (Escribano et al., 2017). Of the 22 strains showing more 
than 40% HCDC activity (Figure 4), 50% of them were Saccharomyces paradoxus strains, 
which means that all of tested S. paradoxus strains had HCDC activity above 40%, with Sut85 
strain having the highest HCDC activity (66.6%). Other species with more than 40% HCDC 
activity were four strains of S. cerevisiae (ZIM2180, ZIM3253, Sm58RT, FPC), T. delbrueckii 
strain (ZIM2749), D. hansenii strain (Sut116RT), P. manshurica (M49) strain, M. reukafii 
(ZIM2019) and two strains of P. guillermondii (Ca81, ZIM624). 
 

 
Figure 4: Strains with HCDC activity higher than 40%. HCDC activity of yeast strain is 
expressed as ratio between concentration of p-coumaric acid in sample after 10 days of 
incubation and in control sample with RSD values added. Initial concentration was 100 ppm. 
 

Formation of 4-vinylphenol and 4-ethylphenol 

The highest concentration of 4-vinylphenol was produced by P. guillermondii strains and S. 
paradoxus (Sut85) producing more than 50 ppm of 4-vinylphenol (Figure 5). P. guillermondii 
strains had also the highest conversion rate of p-coumaric acid. In general species with the 
high conversion rate of p-coumaric acid synthesized 4-vinylphenol in the highest 
concentrations, with the exception of strain T. delbrueckii ZIM2749 which although having 
more than 72% conversion rate of p-coumaric acid, synthesized only 20 ppm of 4-vinylphenol. 
The strains with less than 40% of HCDC activity rate synthesized less than 15 ppm of 4-



vinylphenol. The high HCDC activity could result in the formation of stable pyranoanthocyanins 
through a reaction between anthocyanins from grapes and vinylphenols released during 
fermentations through decarboxylation of hydroxycinnamic acids (Morata et al., 2007). As 
hydroxycinnamic acids act also as a precursors for the formation of ethylphenols by 
Dekkera/Bretanomyces, which are undesirable in wines, usage of yeast strains with high 
HCDC activity could thus prevent the formation of ethylphenols during aging in barrels (Benito 
et al., 2009b).  

Two of the strains were able to synthesize 4-ethylphenol, which shows that they have also 
vinylphenol reductase enzyme activity. Both were P. guilliermondii strains (Ca81, ZIM624). 
They produced 15.0 and 32.1 ppm of 4-ethylphenol, respectively. Considering these results, 
ZIM624 had higher vinylphenol reductase enzyme activity. The P. guillermondii ability to 
produce 4-ethylphenol was previously reported in grape juices ( Dias et al., 2003; Barata et al. 
2006; Jensen et al., 2009). Three of the tested strains produced more than 50 mg/L of 4-
ethylphenol after the addition of 100 ppm of p-coumaric acid (Dias et al., 2003). The same 
author reported also that D. hansenii was able to produce 4-ethylphenol, although in 
concentrations lower than 0.3 ppm (Dias et al., 2003). All three tested D. hansenii strains were 
HCDC positive, however only Sut116RT produced more than 15 ppm of 4-vinylphenol and 
none of the tested strains produced 4-ethylphenol. 

 

Figure 5: The concentration of 4-vinylphenol produced after 10 days of experiment with 
STDEV values added. 

Concentrations of 4-vinylphenol are presented in Figure 4. Three strains produced vinylphenol 
in concentration higher than 50 ppm, two of them being P. guillermondii and another strain 
being S. paradoxus (Sut85). In general, strain with high HCDC activity also produced high 
concentration of 4-vinylphenol, with some exceptions. In some cases 4-vinylphenol was 
transformed further to 4-ethylphenol. This was the case for ZIM624 and Ca81 (P. guilermondii) 
which sysnthesized 10.5 and 11.1 ppm, respectively. 



4. CONCLUSION 

The proposed method with using microtiter deep well plates for fermentations allowed for 
testing of high number of yeast strains. Furthermore, with the use of HPLC-DAD, the 
information about the HCDC strain activity and the ability to form 4-vinylphenol and 4-
ethylphenol was obtained. Although HCDC activity could be inspected using YEPD plates 
supplemented with p-coumaric acid it would only give us limited information about HCDC 
activity of yeast strains – as the test would not give information about the rate of HCDC activity 
of the strains and about the formation of 4-vinylphenol and 4-ethylphenol. The results showed 
that HCDC is highly strain dependent.  

Although S. cerevisiae strains are commonly used for the fermentations in winemaking, several 
other species have been interesting to work with because with the selection of yeast, wine 
aroma and colour profile can be influenced. Based on the results obtained in this study, some 
non-Saccharomyces yeast could be used for fermentations. For a greater synthesis of 
pyranoanthocyanins yeast strains with high HCDC activity such as ZIM2794 (T. delbrueckii), 
ZIM2019 (M. reukafii), M49 (P. manshurica) and Ca81 and ZIM624 (P. guillermondii) can be 
used in co-fermentations or sequential fermentations. Furthermore, instead of using 
commercially available S. cerevisiae strains, native isolate with higher HCDC activity 
(ZIM2180) could be used for future fermentations. Future work will involve testing of these 
strain for vinylphenolic pyranoanthocyanins formation. 
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Supplementary Information: Table S1 

Table S1: Strain designation and origin of the yeast used in this study. 

Species Strain designation Origin 
T. delbrueckii Sut94 

Ma1L 
Ma10L 
Ma1D 
S192 
S193 
ZIM2124 
ZIM2794 

Vineyard, Oak, Podraga, SI 
Grape, Mance, SI 
Vineyard, vine, Mance, SI 
Grape, Mance, SI 
Soil, Cormons, IT 
Soil, Cormons, IT 
Must, Dolenjska, SI 
Vineyard cellar, Brje, SI 

S. bacillaris ZIM1876 
ZIM2121 

Must, Primorska, SI 
Must, Dolenjska, SI 

S. servazii F48 Oak, Nanos, SI 
S. paradoxus Sut99 

F67 
F60 
Ma108 
Sm10 
Sut86 
Sut85 
Gu95 
Ma106 
F29 
M101RT 

Vineyard, Oak, Podraga, SI 
Oak, Nanos, SI 
Oak, Nanos, SI 
Vineyard, Oak, Mance, SI 
Vineyard, Brje, SI 
Vineyard, Oak, Podraga, SI 
Vineyard, Oak, Podraga, SI 
Vineyard, Oak, Planina, SI 
Vineyard, Oak, Mance, SI 
Oak, Nanos, SI 
Grape, Dobravlje, SI 

S. kudriavzevii SV80 
Ca127 
F45 
Sut196RT 
Ma101 
M94 

Oak, Sinji Vrh, SI 
Vineyard, Oak, Goriska Brda, SI 
Oak, Nanos, SI 
Vineyard, Oak, Podraga, SI 
Vineyard, Oak, Mance, SI 
Vineyard, Oak, Dobravlje, SI 

S. cerevisiae FPC 
EC1118 
Ca39 
Gu60RT 
ZIM2180 
Sm76RT 
Gu36 
Ca15 
Sm58RT 
Lj59RT 
Sut127 
S153 
ZIM1927 
ZIM3253 
ZIM804 
Re7 
SV21 
M106A 

Commercial (AEB) 
Commercial (Lallemand, Canada) 
Vineyard, Oak, Goriska Brda, SI 
Vineyard, Oak, Planina, SI 
Must, Institute of Agriculture, SI 
Grape, Brje, SI 
Must, Planina, SI 
Vineyard, Oak, Goriska Brda, SI 
Vineyard, Brje, SI 
Vine, Lijak, SI 
Wine, Podraga, SI 
Soil, Manzano, IT 
Must, Primorska, SI 
Must, Planina, SI 
Must, Goriska Brda, SI 
Must, Dutovlje, SI 
Vineyard, Must, Guerilla, SI 
Must, Goriska Brda, SI 

S. bayanus ZIM2122 
ZIM2114 

Must, Dolenjska, SI 
Must, Dolenjska, SI 

P. sp Re16L Vineyard, Dutovlje, SI 



P. membranifaciens ZIM707 
S127 
ZIM1908 

Must, Goriska Brda, SI 
Grape, Gramogliano, IT 
Must, Primorska, SI 

P. manshurica Ma11L 
M49 
Ca29L 
Sut91.2 

Vineyard, Mance, SI 
Vineyard, Oak, Dobravlje, SI 
Vineyard, Oak, Goriska Brda, SI 
Vineyard, Oak, Podraga, SI 

P. kudriavzevii Ma40 Vineyard, Mance, SI 
P. kluyveri Sut45.1 

ZIM2031 
S163 
S129 

Vineyard, Oak, Podraga, SI 
Grape, Nemska Gora, SI 
Soil, Cero, IT 
Grape, Gramogliano, IT 

P. guillermondii ZIM624 
Ca81 

Grape, Goriska Brda, SI 
Vineyard, Goriska Brda, SI 

P. anomala S126 Grape, Gramogliano, IT 
M. pulcherrima ZIM2043 

S118 
S139 
S158 
S189 
ZIM0722 

Grape, Trska Gora, SI 
Grape, Manzano, IT 
Grape, Zuccole, IT 
Soil, Gramogliano, IT 
Soil, Cormos, IT 
Must, Goriska Brda, SI 

M. fructola Sut104RT Vineyard, Oak, Podraga, SI 
M. reukafii ZIM2019 Grape, Pleterje, SI 
L. thermotolerans Gu81 

S115 
S132 
S124 

Grape, Planina, SI 
Grape, Manzano, IT 
Grape, Novacuzzo, IT 
Grape, Gramogliano, IT 

K. fluxum Sm66 Vineyard, Oak, Brje, SI 
K. dobzhanskii Re19L Vineyard, Dutovlje, SI 
I. terricola ZIM1852 

ZIM0691 
Must, Primorska, SI 
Must, Goriska Brda, SI 

H. uvarum Ca147RT 
Lj40.2 
S116 
S117 
S119 
S120 
S121 
ZIM2057 
ZIM1846 

Vineyard, Goriska Brda, SI 
Grape, Lijak, SI 
Grape, Manzano, IT 
Grape, Manzano, IT 
Grape, Manzano, IT 
Grape, Manzano, IT 
Grape, Manzano, IT 
Grape, Hom, SI 
Must, Primorska, SI 

H. osmophilia ZIM2818 Vineyard, Podraga, SI 
D. hansenii Sut116RT 

ZIM717 
ZIM2025 

Vineyard, Cellar, Podraga, SI 
Must, Goriska Brda, SI 
Grape, Pleterje, SI 

C. sake Gu5D Vineyard, Oak, Planina, SI 
C. rugosa ZIM1681 Must, Karst, SI 
C. diversa ZIM2110 Must, Dolenjska, SI 

* SI = Slovenia; IT = Italy 
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