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Abstract

Hydroxymethylfurfural (HMF) is recognized to be one of the most important value added
bio-based chemicals, which is most commonly produced from lignocellulosic biomass. Its
further conversion allows us to produce a vast majority of green chemicals including ad-
vanced bio-fuels. Therefore, HMF represents a sustainable source of raw material with
a tremendous potential in a carbon neutral future within a circular bio-economy. With
a suitable pretreatment of biomass feedstock such as hydrolysis, it is possible to pro-
duce desirable furanic products. After successful hydrolysis, individual monosaccharide
units become available for further conversion. Specifically, C6 sugars commonly obtained
from cellulose and hemicellulose biomass fractions, can be further converted via dehydra-
tion into HMF. Thus far, acid-catalytic dehydration reactions have been the most studied
method for the conversion of sugars to HMF. Simple model compounds such as glucose or
fructose have been extensively studied aimed at determining precise reaction pathways,
however, little is known when it comes to the unwanted side product formation and in-
hibiting factors that occur in more complex biomass mixtures. Since HMF tends to rehy-
drate and/or polymerize during the sugar dehydration reactions, the choice of reaction
conditions, solvent and catalyst is of significant importance to avoid unwanted product
formation. Therefore, researchers are investigating the influence of different parameters
on the reaction route to limit the formation of unwanted products such as humins. This
review will focus specifically on saccharide model compounds (glucose and fructose) as
well as real biomass mixtures and the impact of lignin, humins and different sugar con-
centration (sugar loading) on activity and product (HMF) selectivity.
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1. Introduction

Rapid increase of the world population, growing demand of energy consumption and
accelerating carbon footprint of each individual are resulting in a global warming and de-
pletion of natural resources. Global energy supply is currently still being majorly based
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on the utilization of the fossil fuels, therefore their reserves are rapidly diminishing. To
avoid the shortage and secure global energy supply, together with the reduction of CO2
emission the replacement of fossil fuels with an alternative source of energy has become
a necessity. In a search for a suitable natural source, biomass can efficiently replace non-
renewable feedstock as an only sustainable carbon resource. Application and viability of
bio-fuel and bio-based chemicals itself can be challenging due to not fully optimized and
costly infrastructure and technologies [1]. Therefore development of efficient processes
and cost effective feedstock utilization up-to-date remains essential, prior to widespread
use of biomass. With yearly estimated 140 Gt of the lignocellulosic residues, lignocellulosic
biomass is most abundant type of biomass, namely including agricultural residues, wood
processing waste, switchgrass, miscanthus, cornstover etc. [2, 3]. As a nonedible, easily
convertible raw material it is a feedstock with a remarkable potential. Suitable conversion
of lignocellulosic biomass can enable production of value added bio-based platform green
chemicals and advanced bio-fuels.

2. Lignocellulosic biomass structure

Lignocellulosic biomass is essentially composed out of three different fractions, cellu-
lose, hemicellulose and lignin, where each individual fraction can be efficiently utilized
and converted into value added products. Due to its high complexity chemical or/and
physical pretreatment and isolation is usually needed for optimal production of final prod-
ucts [3]. The lignin fraction is an amorphous polymer, rich with oxygenated aromatic
species, which can be efficiently utilized and converted into phenolic resins, bio-oils, bio-
fuels and aromatics [3, 4]. With its rigid structure it surrounds both hemicellulose and
cellulose fraction and it is physiologically serving as a mechanic support [3]. Molecular
wise it is a polymer composed of methoxylated phenylpropane units, namely coumaryl,
coniferyl and sinapyl alcohol [3, 5]. Due to the rigid structure of a lignin protected layer,
different pretreatment processes can be applied in order to access (hemi)cellulose fraction,
Figure 1 [3]. Cellulose, beta-glyosidic linked glucose polysaccharide is the largest fraction
of lignocellulosic biomass [3, 6]. With its crystalline structure it is resistant to the hydrol-
ysis and degradation [7], whereas hemicellulose fraction is an amorphous polysaccharide,
composed mainly out of C5 sugars, xylose and arabinose and C6 sugars, mannose, galac-
tose and glucose [3]. With its H-bonds linkage to cellulose fraction, it creates a sheathing,
which can exacerbate and slow down the hydrolysis [7].

Complexity of lignocellulosic biomass currently demands fraction isolation/separation
in order to efficiently produce desired final products. Commonly used pretreatment meth-
ods are unanalyzed steam explosion, hot liquid water treatment, dilute acid treatment, etc.
[7]. Composition of the feedstock can play an important role, when aiming for the de-
sired product. Types of lignocellulosic biomass vary in the composition, which can later,
depending on their pretreatment method impact the conversion process. Lignocelullosic
biomass is a nonedible type of biomass obtained from various sources including plants
residue, wood waste, algae etc., therefore the proportion of individual fractions namely
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Figure 1: Structure of lignocellulosic biomass, adopted by [4].

hemicellulose, cellulose and lignin can vary between different sources. Generally it con-
tains 25-35 % higher percentage of lignin compared to hardwood stem [8]. The variability
in the feedstock composition can be vital parameter for the choice of suitable pretreatment
and/or later product selectivity. Percentage of cellulose fraction can be crucial predisposi-
tion for later initial hexsose concentration; precursor of 5-HMF, while presence of hemicel-
luloses, lignin and inorganic salts in reaction mixture can facilitate formation of humins or
catalyst deactivation [8].

Table 1: Variability of feedstock of lignocellulosic biomass.

Feedstock Celluloses Hemicelluloses Lignin Reference
Sugarcane bagasse 44 29 20 [9]

Corncob 30 37 33 [10]
Rice husk 28 28 24 [9]
Corncob 50 31 15 [9]

Maple wood 41 18 24 [11]
Corn stover 33 23 16 [11]

Soft wood (pine) 31 19 29 [12]
Switchgrass 34 26 16 [12]

The lignin fraction is with its rigid structure serving as a mechanic support. The hemi-
cellulose and cellulose fractions are surrounded and protected by a lignin outer layer, thus
it is generally necessary to either break or remove it in order to obtain saccharide substrates
for further conversion. Different physical (comminution, steam explosion, hydrothermol-
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ysis) and chemical (acid, base or enzyme hydrolysis, pyrolysis, organosolv) pretreatment
methods can be employed to alter the structure and the composition of lignocellulosic
biomass [7, 8]. The variation of pretreatment result in different final composition of the
feedstock, which later impact the dehydration reaction into 5-HMF. Therefore, due to the
different pretreatment or the choice of one pot synthesis different amounts of lignin stays
present in starting reaction mixture. Focusing on the conversion of (hemi)cellulose frac-
tion, furanics; namely furfural and hydroxymethyfurfural are recognized as one of the
most desired biomass value added platform chemicals, that can be transformed into differ-
ent polyols, 2,5-furandicarboxilic acid, furfuryl alcohol, 5-etoxymethylfrufrual. These can
further serve as a precursors of several diverse products including biofuels, resins, poly-
mers, fungicides and solvents [13], although current industrial production still remains a
challenge.

3. Dehydration of biomass derived sugar

Hydroxymethylfurfural is a promising value added bio-based chemicals commonly
produced from lignocellulosic biomass derived sugars. After hydrolysis of polysaccha-
rides obtained from the (hemi) cellulose portion of biomass feedstocks, several different
monomeric sugar units are available for further conversion. C5 sugars present in hemicel-
lulose fraction of biomass are with dehydration reaction converted into furfural, whereas
C6 sugars (present in cellulose and hemicellulose) are dehydrated into 5-HMF. 5-HMF
can be in this reaction pathway recognized as an intermediate, which can be further rehy-
drated to levulinic acid and formic acid [13]. Along with the rehydration reaction, 5-HMF
yield and selectivity can be reduced due to the other side reactions occurring via (cross)
polymerization of 5-HMF and sugars. Frequently used starting feedstock for sugar dehy-
dration into 5-HMF are biomass derived glucose and fructose. Using glucose as a reactant
can appear to be more challenging due to the required additional step of isomerization,
however, its lower cost makes glucose a more industrial relevant feedstock for the produc-
tion of 5-HMF [14]. Acid-catalyzed dehydration is the most studied route for conversion of
saccharides into 5-HMF. Exemplified reaction pathway and mechanism of acid-catalyzed
carbohydrate conversion in Figure 2, includes 4 main steps; hydrolysis of polysaccharide,
glucose-fructose isomerization, fructose dehydration and 5-HMF rehydration to levulinic
and formic acid [15, 16]. Side reactions that can occur involve rehydration, cross-aldol
condensation, C-C bond cleavage and polymerization which result in humin formation,
an undesirable furanic polymer that greatly lowers the yield and selectivity towards HMF
[14, 15, 16]. Several studies have been investigating various factors that can influence the
reaction, including properties of different homogenous and heterogenous catalysts, sol-
vent, feedstock composition and heating systems [8, 13, 16]. Thus, to minimize off-path
reaction, the conditions must be carefully selected. Addition of polar aprotic solvents such
as dimethylsulfoxide (DMSO), tetrahydrofuran (THF), methylisobutylketone (MIBK) to
aqueous medium has so far shown a good conversion, with the limited side reactions and
high 5-HMF yield, whereas a good catalytic performance towards 5-HMF was also shown
with ionic liquids as a reaction media [13, 17]. Whit heterogeneous catalytic dehydration
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of fructose preformed in DMSO Morales. et al. and Sajid et al., achieved 90 % molar yield
of 5-HMF [18, 19]. Benefits of water/THF medium for lignocellulosic biomass conversion
were presented by Li et al. [20], whit the role of THF as a co-solvent in a monophasic
and/or biphasic system. Nikolla et al. reported 57 % of 5-HMF from glucose feedstock in
a THF-water biphasic system [21]. With a bifunctional porous coordination polymer (PCP)
in THF/water medium Liang et al. achieved 65.9 % 5-HMF yield and 99.9 % conversion
[18, 20]. Good performance of MIBK/water biphasic system was reported by Roman-
Leshkov et al., where continuous in-situ extraction of 5-HMF resulted in 55 % yield from
fructose feedstock [13, 23]. The choice of catalyst is another critical factor that can greatly
influence 5-HMF selectivity during sugar dehydration. Therefore, various homogeneous
and heterogeneous catalysts were investigated, trying to determinate the role of Brønsted
and Lewis acidity on saccharide conversion. As a homogenous catalyst, mineral (HCl,
H22SO4) and organic acid (acetic, formic, lactic etc.) are widely used Brønsted acids, facil-
itating hydrolysis and dehydration, while metal chlorides (AlCr3, CrCl2, SnCl4) are with
its Lewis acidity importantly contributing to isomerization step in the reaction pathway
[13, 24]. Due to the easier catalyst separation, recyclability and non-toxicity heterogeneous
catalysts are compared to homogenous catalyst often more desired. Heterogeneous cata-
lysts can also overcome some challenges that are associated when using biocatalysts such
as higher cost and lower activity [15]. Commonly used solid acid catalysts for 5-HMF pro-
duction are ion-exchange resins, namely Amberlyst-15 and Dowex-50, different types of
zeolites, functionalized carbon and silica, metal oxides and phosphates [13, 15, 24].

Figure 2: Sugar dehydration reaction pathway; hydrolysis of polysaccharide, glucose-fructose isomerization,
fructose dehydration and 5-HMF rehydration to levulinic and formic acid.
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4. Humin formation

Humins are identified as complex carbonaceous, heterogenous, polydisperse compounds
[25, 26]. They are most likely formed under hydro-thermal, acid-catalyzed biomass (hemi)cellulose
based sugar conversion, which negatively impacts the yield and selectivity of 5-HMF pro-
duction [27]. This is usually accompanied with the loss of 10-50 of total carbon [28]. Due
to their complexity and difficult analytical determination, the precise molecular structure
of humins still remains relatively unknown. So far different humin formation pathways
were proposed [26].

With suitable analytical techniques such as solid state NMR and FTIR, researchers are
able to partially identify the structure of humins [25, 29]. Studies mostly agree that humins
are based on polymerized furanics connected through aliphatic linkages with additional
carboxyl, hydroxyl and carbonyl groups [25, 26, 29]. Based on the origin, starting substrate
of dehydration there has been a few different structures proposed, knowingly humins are
formed via aldol condensation, fructose, glucose and 5-HMF molecules derived humins
are presented in Figure 3 [23, 25, 26, 31]. Humin formation not only is responsible for
greatly reduced 5-HMF and furan yields, but can also contribute to reactor clogging and
catalyst poisoning/deactivation [9, 30, 31, 34, 35]. Considering the aforementioned chal-
lenges, reaction conditions along with catalyst and sugar concentrations must be carefully
selected to limit humin formation as it is mostly unavoidable during the acid-catalytic
sugar dehydration. Extensive summary of work focusing mainly on the solvent and cat-

Figure 3: Scheme of proposed humin structure, a) fructose-derived humins, b) HMF-derived humins, c)
glucose-derived humins, reprinted by [25].

alytic system was presented in the review papers [8, 13, 16], Figure 4. Yu et al. have re-
viewed and highlighted the mechanistic view of different catalyst and solvent performance
used in biomass conversion to 5-HMF [13]. Zhang et al. in their review focused on hetero-
geneously catalyzed conversion of sugars including sugar dehydration reaction of C5 and
C6 sugars to furfurals [15]. More information how lignocellulosic biomass composition
and pretreatment impact on the production of 5-HMF and levulinic acid was summarized
by Kang et at. [36]. Dashtban et al. briefly discussed the kinetics of 5-HMF production in
different systems [17], and offered some important information, the goal of our review is
to provide crucial information focusing on the reaction kinetics of sugar dehydration and
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effect of humins and lignin on 5-HMF selectivity. So far studies majorly focused on the
sugar dehydration reaction starting form sugar model compounds, fructose and glucose,
respectively. With the implementation of the real lignocellulosic biomass mixtures, many
more factors must be accounted for and the reaction becomes much more challenging to
control, due to their complexity. Therefore it is of significant importance to optimize the
reaction conditions and along with appropriate catalyst design reach the desired yields
and selectivity. For that purpose, information provided with kinetic studies can be cru-
cial for further development of the process. Kinetic studies with sugar model compounds
are there for helping to provide better understanding with valuable information for pro-
cess optimization and efficient catalyst design for simple systems. Different principles can
be used for reaction kinetic modeling such as power-law approach and first order kinetic
model. There has been various studies focused on kinetics of homogenously catalyzed
dehydration reaction, alternatively the studies conducting micro-kinetic modeling of het-
erogeneous system provides crucial first-principal information of liquid and as well as
surface phase reactions [37]. Although an excess amount of studies conducted considering
the kinetics of sugar model compounds have been reported, transferring, modifying and
studying the kinetic models for real biomass streams, gives important information about
the effect of several factors impacting the reaction. The review is aiming to understand
and assess the optimal reaction condition and selection of catalyst through the informa-
tion provided by kinetic studies. Knowing humins are unavoidable side product of sugar
dehydration reaction, this review aims to provide information on the humin formation and
reaction kinetics in order to more effectively suppress their formation. Focusing towards
more efficient feedstock utilization, the impact of lignin on the selectivity and kinetics of
catalytic dehydration reaction will be presented.

Figure 4: Pathway of lignocellulosic biomass valorization, adopted by [13].
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5. Reaction Kinetics for Dehydration of Model compounds

Homogenous catalysis so far still remains one of the most commonly used and indus-
trially applicable method for furanic production. In addition to being a non-recyclable
catalysts that are difficult to separate from the desirable products, homogeneous catalysts
pose an environmental risk due to being often highly corrosive [38]. Nonetheless, its con-
tinued use on the industrial scale lays in its higher yields and lower costs [13]. Mellmer
et al. achieved 38 % and 40 % 5-HMF yield with fructose conversion in aqueous medium
with H2SO4 and HCl, respectively [39], whereas Hansen et al. reported 53 % 5-HMF yield
achieved under acid (HCl) hydrothermal microwave fructose conversion [40]. For acid-
catalyzed dehydration of sugars, generally mineral acids such as sulfuric and hydrochloric
acids together with some organic acids and metal chlorides are used. Most of the existing
literature of sugar dehydration reactions is focused on the kinetics and mechanisms of ho-
mogeneously catalyzed reactions, with fructose and glucose commonly selected as model
compounds. Reaction networks for reaction kinetic modeling usually consists of multiple
consecutive steps including sugar dehydration, followed by 5-HMF rehydration and op-
tional pathways of degradation and/or humin formation. In the cases of using a glucose
(aldose) as a substrate, an additional isomerization step could also be included. Fachri et
al. presented a kinetic model for fructose dehydration to 5-HMF catalyzed by sulfuric acid.
Authors used a power law approach model considering side reactions of 5-HMF rehydra-
tion to levulinic and formic acid, and humin formation from both fructose and 5-HMF
[41]. Regarding process condition, it was proposed that varying the initial concentration
of fructose had no effect on its conversion. Increasing the temperature and acidity resulted
in higher reaction rates, although lower acidity lead to higher 5-HMF yields. The fructose
dehydration step was shown to be the fastest with the highest reaction rate constant and
a relatively high activation energy. Humin formation from fructose resulted in highest
activation energy (148 kJ/mol), indicating thermos-sensitivity of the reaction. The lowest
activation energy was calculated for 5-HMF degradation to organic acid (92 kJ/mol), fol-
lowed by 5-HMF derived humin formation [41]. Similar trends were reported for glucose
conversion, with highest calculated apparent activation energies of dehydration reaction
(152 kJ/mol) and glucose-derived humin formation (165 kJ/mol), whereas the model was
limited to direct dehydration of glucose to 5-HMF and did not include glucose-fructose
isomerization step [42]. When glucose was used as a starting feedstock slightly higher val-
ues were observed, possibly indicating higher reactivity of fructose [41, 42]. Furthermore,
sulfuric acid was used as a catalyst in the study conducted by Van Putten et al. explaining
the importance of hydroxyl group orientation in relation to reactivity of different ketoses
[43]. Among fructose, sorbose and tagatose, the latter was the most reactive with signifi-
cantly lower activation energy (89 kJ/mol) and higher reaction rate constant in comparison
with sorbose (138 kJ/mol) and fructose (124 kJ/mol). Different reactivity is proposed to
be a function of hydroxyl group orientation at C4 and C5 position, illustrated in Figure
5. The orientation of hydroxyl groups does not have the same effect on the reactivity of
aldoses, which were found to result in lower 5-HMF selectivity and reaction rates [43]. W.
Guo et al. developed a kinetic model for H2SO4 catalyzed aqueous conversion of fruc-
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tose/glucose [44]. Comparing to glucose, higher reactivity was reported when reaction
was conducted with fructose. The dehydration of glucose therefore demands more energy
(156 kJ/mol) than fructose (133 kJ/mol) with a considerably lower reaction rate constant.
Humin formation was also included in the reaction mechanism. Similarly to other studies,
lower reaction rate constants of 5-HMF/sugar derived humin formation were determined
in comparison to sugar dehydration. Lower reaction rates were accompanied with higher
activation energies, implying that increased reaction temperatures could result in excess
side product formation [44]. Hydrochloric acid is another mineral acid which, along with
sulfuric acid, is among the most commonly used homogenous acid catalysts for carbohy-
drate dehydration reactions. Studying aqueous glucose conversion using HCl as a catalyst
for levulinic acid production, activation energies and kinetic parameters were reported us-
ing a power law approach [45]. The model proposed direct glucose dehydration to 5-HMF,
a reaction step with the highest energy barrier reported. Other reaction steps included
reported lower activation energies; 5-HMF derived humin formation (142 kJ/mol) and 5-
HMF rehydration (95 kJ/mol) and glucose derived humin formation with only 51 kJ/mol
[45].

Figure 5: Ketoses, whit different orientation of hydroxyl group at C4 and C5 position. Reprinted by reference
[43].

An extensive reaction mechanism with 7 included parameters was proposed by Garces
et al. while studying an aqueous phase conversion of glucose and fructose to HMF and
levulinic acid [46]. The activation energy of fructose dehydration (88 kJ/mol) was lower
compared to activated energy calculated for glucose dehydration to HMF (114 kJ/mol).
Study also addressed fructose and glucose humin formation with calculation of apparent
activation energy. The model, also included equilibrium reaction of glucose derived inter-
mediate formation, such as isomerization to fructose, dimerization and anhydro-glucose
formation [46]. Choudhary et al. proposed additional steps of open chain configuration
when studying conversion of fructose. Proposed mechanism for fructose dehydration to
5-HMF included additional reversible intermediate formation presented in Figure 6 [47].
Reported values of activation energies are despite two step dehydration reaction in align-
ment with reported literature, with the lowest activation energy for 5-HMF derived humin
formation 62 kJ/mol [47]. Yoshida et al. conducted a kinetic study of fructose decomposi-
tion catalyzed by hydrochloric acid in subcritical water [48]. The kinetic model considered
formation of humins from both 5-HMF and fructose along with the degradation of formed
levulinic and formic acid. The highest activation energy was reported for 5-HMF forma-
tion (161 kJ/mol), whereas the opposite was observed for rehydration (96 kJ/mol) of 5-
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HMF [48]. For all humin and side product formation, the energy barrier can be compared
to those studies which reported lower activation energy for 5-HMF and fructose derived
humin production [45, 47]. Studying glucose conversion under hydrothermal acid cataly-
sis, H2SO4 and H3PO4 resulted in higher 5-HMF yields, compared to HCl, while the high-
est yield of levulinic acid in supercritical water was achieved with HCl [49]. Comparing
different inorganic Brønsted acids, authors have found that lower acidities (pH 2.5) favors
higher 5-HMF yield, where rehydration is accelerated with increased acid concentration.

Figure 6: Fructose dehydration reaction network. Adopted by [47].

Considering small difference between activation energy denoted in Table 2, multiple
pathways of side product formation could occur along with the desired 5-HMF synthesis.

Table 2: Homogeneously catalyzed monosaccharide dehydration to 5-HMF.
Feedstock T [°C] Catalyst HMF Yield [%] Solvent References
Fructose 140–180 H2SO4 53 water [41]
Glucose 140–200 H2SO4 (0.005–1M) / / [42]

Fructose/Glucose 117–155 H2SO4 42 water [44]
Fructose 90–130 HCl (0.05–0.25M) 57 water [46]
Fructose 70–150 HCl 30 water [47]
Glucose 140–180 HCl / water [45]
Fructose 210–270 HCl / water [48]
Fructose 100–130 pTSA / DMSO [19]
Fructose 100–130 Oxalic acid / DMSO [19]
Glucose 180–220 HTLW 32 water [51]
Fructose 180–220 HTLW / / [52]

When water is heated between 175 °C – 275 °C, the concentration of H+ and OH- ions
are increased and can become catalysts for dehydration reactions [53]. With a reaction con-
ducted in aqueous environment at elevated temperature (above 175 °C) 5-HMF yields of
47 % and 30 % can be achieved with fructose and glucose conversion, respectively [54]. El-
evated temperatures and pressures can result in additional pathway of 5-HMF conversion,
resulting in formation of trihydroxy benzene [8, 54] . Jing et al. proposed a reaction mech-
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anism, addressing decomposition products formation from all compounds involved in a
reaction including glucose, HMF and levulinic acid in the temperature range of 180 °C to
220 °C [51]. Apparent activation energies for glucose dehydration (108 kJ/mol), HMF rehy-
dration (89 kJ/mol) and glucose and HMF humin formation (136 kJ/mol and 109 kJ/mol,
respectively), and reaction rate constants, with the highest value for dehydration (at each
temperature) were calculated. When studying decomposition of fructose consisting out of
two consecutive reactions (dehydration to HMF and rehydration of HMF to levulinic acid)
under a similar conditions in high-temperature liquid water, activation energy obtained
without catalyst (127 kJ/mol) was higher than the one reported for glucose conversion
[52]. Yu et al. discusses the effect of initial glucose concentration on its conversion in hot-
compressed water (175 °C – 275 °C) [53]. The initial glucose concentration turned out to
be of significant importance in the underlying reaction mechanism. With increased initial
sugar loading, the apparent activation energy increased and the H+ ions overruled the
effect of OH- in the reaction of the dehydration, whereas lower initial concentration are
more susceptible to the effect of OH- ions. Latter lead to facilitated isomerization and retro
aldol-condensation with a lower reported activation energy [53]. For glucose decomposi-
tion in high-temperature liquid water calculated parameters are in the arrangement with
the previously reported values, where other homogenous catalyst (mineral acids) have
been used. Considering that ions formed in water at elevated temperature can act as a
catalyst, possible increased catalytic performance of other catalyst at higher temperatures
should be considered, with a potential impact on the calculated kinetic parameters.

Compared to mineral acids, organic acids are less corrosive homogenous catalyst alter-
natives that provide Brønsted acidity necessary for sugar dehydration reactions [13]. De
Souza et al. conducted fructose conversion in aqueous medium, with formic, acetic and
lactic acid, achieving up to 64 % 5-HMF yield [55]. While studying fructose conversion
in high-temperature liquid water, Li et al. discussed the influence of formic and acetic
acid. The latter showed no effect on lowering the activation energy (126 kJ/mol), while
the decrease of activation energy was more pronounced with formic acid (112 kJ/mol)
[52]. Dussan et al. studied the conversion of hemicellulose sugars using formic acid as a
catalyst [56]. Activation energy of glucose to 5-HMF dehydration (132 kJ/mol) was lower
compared to studies conducted with mineral acid catalysts, similarly was also observed
for glucose derived side products. The dehydration reaction under formic acid catalyst
was therefore proposed to be less thermos-sensitive. Seemala et al. reported lignocel-
lulose biomass conversion using levulinic acid as an acid catalyst [57]. Considering the
carbohydrate dehydration reaction pathway, formic and levulinic acid can be formed via
rehydration of 5-HMF. Therefore in-situ formed organic acids (levulinic and formic acid)
could with its catalytic activity influence the reported reaction kinetics. Sajid et al. fo-
cused kinetics of fructose conversion in DMSO and water with five different organic acids;
pTSA, oxalic acid maleic acid, succinic acid and malonic acid [19]. Based on the calculated
reaction rate constants, the dehydration reaction was reported to be the fastest in all five
organic acid systems, followed by significantly slower 5-HMF rehydration and humin for-
mation. The reaction rate constants of fructose dehydration in water appeared to be as
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followed: pTSA > oxalic acid > maleic acid > malonic acid > succinic acid. Changing
the reaction media to DMSO resulted in significantly higher reaction rate constants and
extremely lower activation energies for dehydration reactions and fructose derived humin
formation (33.75 and 24.94 kJ/mol) catalyzed by pTSA. Authors have attributed that phe-
nomenon to the higher acid concentrations, leading to lower temperature sensitivity of
the reaction. This can also imply the difficulty of reaction kinetics comparison due to the
difference in each individual reaction system and conditions.

Introducing Lewis acidity within homogeneously catalyzed water systems usually re-
quire addition of metal salts. So far different metal chlorides have been studied in terms of
reaction kinetics, trying to understand what specifically effects individual reaction steps.
Metal chlorides offers Lewis acidity, which provides a benefit when using glucose feed-
stock. Metal chlorides can provide good 5-HMF yields and selectivity in various solvent
systems. Rasrendra et al. reported 54 % 5-HMF yield with CrCl2 catalyzed glucose conver-
sion in DMSO [58]. A kinetic study of Brønsted/Lewis acid catalyzed glucose dehydration
was conducted using maleic acid and HCl for and AlCl3 providing Lewis acidity [59]. The
role of pH has been shown to influence the strength of the Lewis acidity of metal halides
in aqueous environments [60]. Therefore, a combination of HCl and AlCl3 resulted in the
highest glucose-fructose isomerization reaction rate compared to when only AlCl3 was
present, although along with lower 5-HMF selectivity, the humin formation was also sig-
nificantly increased. When AlCl3 and maleic acid were utilized, humin formation was sup-
pressed and resulted in the lowest reaction rate constant. 5-HMF selectivity was enhanced
and humin formation was inhibited when maleic acid alone was used as catalyst, similarly
when AlCl3 was used in combination with maleic acid. The authors describe this phe-
nomenon to be related to the possible intermediate formation between 5-HMF/fructose
and maleic acid. Metal chlorides can be identified as either water sensitive or water com-
patible based on their hydrolysis constant, where water sensitive metal chlorides result in
high hydroxylation [8, 60] . Hydrolysed metal ions in water can result in both Lewis and
Brønsted acidity (hydronium ion) that can catalyze both isomerization and dehydration
reactions [60]. Different metal chlorides have been investigated in aqueous glucose con-
version reactions where smaller metal ion radium were correlated with increased reaction
rates. Catalytic activity of water-sensitive and water-compatible metal chlorides followed
the trend of LaCl3 < DyCl3 < YbCl3 and InCl3 < GaCl3 < AlCl3, respectively [60]. Higher
activation energies of water-compatible metal salts were accompanied with lower reaction
rates, whereas activation energies for glucose conversion calculated for water-sensitive
salts showed no specific trends in relation to reaction rates, suggesting other factors can
influence their activity. Starting with fructose as a feedstock, the same authors suggested
the involvement of Lewis acid sites in fructose dehydration to 5-HMF. When comparing
fructose dehydration conducted with HCl, AlCl3 and YbCl3, latter two resulted in higher
reaction rates but lower 5-HMF selectivity. These findings imply that Lewis acidity can
facilitate humin formation, resulting in lower 5-HMF selectivity. For glucose-fructose iso-
merization in aqueous media, a synergy of Lewis acidity and Brønsted basicity (-OH) is
required [61]. Authors described the mechanism, denoted in Figure 7, where the Brønsted
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base is responsible for deprotonation, which later enables the second step of intramolecular
hydride shift which is Lewis acid catalyzed. Comparing homogenously CrCl3, AlCl3 and
heterogeneously catalyzed Sn-beta isomerization, the latter was found to be the most effec-
tive. Carraher et al. investigated Brønsted base (trimethylamine) catalyzed isomerization

Figure 7: Scheme of active sites involved in aldose-ketose isomerization in aqueous media a) CrCl3, b) AlCl3,
c) Sn-beta zeolite. Reprinted by [61].

reaction, where under strong alkali conditions the catalytic performance was comparable
with other reported Lewis acid catalysts [62]. To conclude, sugar (glucose and fructose)
derived humin formation and dehydration reaction are both Brønsted and Lewis acid cat-
alyzed, while for the glucose to fructose isomerization requirers specifically Lewis acidity
[60, 61, 63].

Other widely used catalytic system for conversion of saccharides to 5-HMF are hetero-
geneous solid acid catalysis. These catalysts are easily recyclable and their use simplifies
final product separation and offers a vast optimization range with possible basicity and
acidity modulation [64]. Commonly used solid acid catalyst are alumina silicates, zeolites,
heteropolyacids, functionalized carbon catalysts, different metal oxides and phosphates,
denotes in Figure 8 [15, 65]. Ion exchange resins such as Amberlyst-15, with the presence
of sulfonic group (-SO3H) exhibit Brønsted acidity, needed for dehydration reaction, mod-
ulated with different metals can serve as efficient catalyst for saccharide conversion [66].
Zeolites are alumino-sillicate porous solid acid catalysts, possessing Brønsted and Lewis
acid sites, different types (ZSM, H-BEA, modernite etc.) of zeolite can result in different
pore size and structure. With the pretreatment (calcination) the acid ration can be affected,
while with a metal doping increase in Lewis acidity can be achieved [67]. The disadvantage
of both zeolite and Amberlyst-15 catalyst is their instability in aqueous media at elevated
temperatures, leading to leaching and fouling under this conditions [68, 69, 70, 71].

Although the homogenous carbohydrate dehydration reaction to 5-HMF was exten-
sively studied, to the best of our knowledge, there exists only limited data on the kinetics
of heterogeneously catalyzed reactions. An important contribution for more in-depth un-
derstanding of its reaction kinetics was introduced by Moreau et al. [72]. The dehydration
of fructose to 5-HMF was conducted using a solid acid catalyst, an H-modernite type of
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Figure 8: Commonly used solid acid catalysts. Reprinted by [15].

zeolite. In a biphasic MIBK/water solvent system, H-modernite catalysts with different
Si/Al ratios were tested at a reaction temperature of 165 °C. Both the highest fructose con-
version and 5-HMF selectivity along with the highest calculated initial rate constant of
7.6×106 mol/s was achieved with the Si/Al ratio of 11. A pseudo first-order approach was
introduced for the kinetic modeling with a two-step reaction scheme: 1.) dehydration of
5-HMF and 2.) 5-HMF rehydration to formic and levulinic acid, where reported activation
energies were 141 kJ/mol for the first step and 64 kJ/mol for the second one [72]. A kinetic
study conducted by Lourvanij et al. contributed important information and helped to un-
derstand how different catalyst properties impacted reaction rates and product selectivity
[73]. Among the important parameters such as catalyst acidity: acid strength and concen-
tration, catalyst structure including pore size and geometry plays an important role when
it comes to dehydration of glucose to HMF and other organic acids. To investigate how
pore size of solid porous aluminosillicate catalysts effect selectivity and reaction rates, four
different types of micro and mesoporous catalysts were selected with similar acidity: HY-
zeolite, aluminum-pillared montmorillonite (APM), MCM-20 and MCM-41. The authors
established a kinetic model based on 13 parameters, calculated reaction rate constants at
150 °C and activation energies in the range of 130 °C to 190 °C. Calculated activation ener-
gies for all three studied catalysts (HY-zeolite, APM and MCM-20) demonstrated the trend
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that more energy is needed for either fructose or glucose (fructose produced by isomeriza-
tion of glucose) dehydration (134-218 kJ/mol) whereas the reaction of HMF rehydration
activation energy resulted in a significantly lower value (54 -80 kJ/mol). Based on the ki-
netic modeling results and calculated reaction rate constants, the study suggests that the
mechanism for the formation of HMF via glucose-fructose isomerization pathway is more
likely to occur in relation to direct glucose conversion to HMF. Comparing the forward rate
constants (reaction rate constant of individual reactions per acidity on the catalyst), they
concluded that the dehydration of fructose and glucose were fastest when the catalyst pore
diameter was around 10 Å due to the size of the hydrated sugar molecule. Furthermore,
reaction rate constants for 5-HMF rehydration and bond cleavage were, in all the studied
cases, higher compared to dehydration reactions. The developed model also included coke
formation suggesting formation of coke and insoluble humins can be enhanced when us-
ing microporous materials [73]. Similar conclusions were presented by Kruger et al. where
furan selectivity was dependent on the size of sugars/furanics and catalyst pore diameter,
as shown in Figure 9 [74].

Figure 9: Comparison of catalyst pore size and size of sugars as substrates and furanics as end products.
Reprinted by [74].

Along with the impact of catalyst structure, acidic properties are also considered of
importance when it comes to conversion of sugars. Employing glucose as a starting mate-
rial for 5-HMF production can be challenging when attempting to achieve high yields and
selectivity due to the step of glucose-fructose isomerization. By introducing metal ions
into alumino-sillicate catalysts, it is possible to increase Lewis acidity and thus, facilitate
this isomerization step. Based on the present literature, kinetic studies regarding sugar
conversion to 5-HMF typically describe the dehydration step as slower and more energy
demanding with a lower kinetic rate constant and higher activation energy in comparison
to the subsequent rehydration step to HMF [41, 44]. The study conducted by Wei et al. ex-
emplified that an increase in Lewis acidity can lead to faster dehydration of glucose when
using 8 wt.% Cr/HZSM catalyst instead of undoped HZSM-5 [75]. With the addition of Cr,
the reaction rate constant for glucose dehydration significantly increased and the activa-
tion energy lowered from 87 kJ/mol to 69 kJ/mol, whereas the decrease in the activation
energy of HMF rehydration was not as significant (from 58 kJ/mol to 54 kJ/mol). Un-
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fortunately, the model offers only limited information as it does not include reaction rate
constants and activation energies for glucose-fructose isomerization and humin formation.
However, the authors mentioned that an excessive increase of Lewis acidity in the case of
higher Cr loading (16 % Cr/HZSM-5) can result in facilitated cross-polymerization and
therefore, increased humin formation [75]. Ramli et al. has in the study of dehydration
of glucose to levulinic acid over Fe/HY zeolite included additional kinetic parameter of
reaction rate constants for humin formation [76]. Previously, they have conducted a study
where they came to similar conclusions as the before mentioned authors. Introduction of
Fe metal ion to the HY-zeolite catalyst surface increased the Lewis acidity and therefore,
promoted glucose-fructose isomerization, which provided higher yields of the final prod-
uct (levulinic acid) [67]. Similarly to Cr doped HZSM-5, increased loading of Fe resulted
in higher Lewis acidity, causing excess humin and side product formation. As the Fe was
added, change of pore diameter was detected. Authors proposed a theory where larger
mesoporous size in an aqueous environment can lead to formation of H3O+ ions. This sig-
nificantly increases the local acidity and can therefore promote unwanted side reactions of
humin formation [67, 72]. A kinetic model was presented proposing that the reaction rate
of 5-HMF decomposition to levulinic acid and humins is higher than its formation, which
could explain the low HMF concentration that was achieved [76]. Activation energies for
both glucose and HMF derived humin formation were higher compared to glucose dehy-
dration, proposing that elevated temperatures could lead to lower 5-HMF selectivity. Re-
ported activation energies of Fe/HY-zeolite are relatively lower compared to the ones [73]
for the parent HY-zeolite, therefore it can be proposed that the addition of Lewis acidity
effects the reaction kinetics by significantly lowering the activation energy of dehydration
reaction, without effecting the activation energy of rehydration reaction. Swift et al. stud-
ied the conversion of fructose and glucose to HMF over H-BEA zeolites [69]. The reaction
network implemented for the kinetic model contained 5 reaction rate constants including
the equilibrium of glucose-fructose isomerization. This study is one of the only studies
that takes into account both heterogeneous and homogeneous reactions. The developted
model also distinguishes between the amount of Lewis and Brønsted acid sites present on
the catalyst surface. The resulting TOF of H-BEA were lower compared to when homoge-
nous HCl catalyst was used. Authors also demonstrated that the high activation energy
for fructose dehydration over H-beta zeolite (145 kJ/mol) can be significantly lowered by
impregnation of the zeolite with Sn (89 kJ/mol) [69, 77]. There exists limited literature
that provides the reaction kinetics of heterogeneous catalysts. Sairanen et al. reported
calculated activated energies for dehydration of three different monosaccharides with and
without activated carbon as catalyst [78]. Activated carbon has shown to efficiently lower
the activation energy of both glucose and fructose dehydration reaction [78]. Carniti et al.
used niobium phosphate (NBP) as a catalyst for fructose dehydration in a continuous flow
reactor, where obtained activation energy in the temperature range from 90 – 110 °C was
66 kJ/mol [79]. The difference in the calculation of activation energy can also be attributed
to a different temperature range and system condition, therefor they are often hard to di-
rectly compere. The data of kinetic parameters and reaction network studied in the each
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individual is represented in a Table 3 below.

Table 3: Heterogeneously catalyzed monosaccharide dehydration to 5-HMF.
Feedstock T [°C] Catalyst HMF Yield Solvent References
Glucose 120 –200 10 % Fe/HY zeolite 11.40% water [77]
Glucose 180 pTSa-Ca/AC 53% MIBK/H2O [81]
Glucose 180 –220 Activated carbon 23% water [79]
Fructose 180 –220 Activated Carbon 69% water [79]
Glucose 160 –200 HZSM-5 / water [76]
Glucose 160 –200 Cr/HZSM-5 / water [76]

Fructose/glucose 110 –140 H-BEA-25 / water [70]
Fructose 90 –110 NBP / water [80]
Fructose 165 H-form mordenite / MIBK/water [73]
Glucose 130 –190 HY-zeolite, APM, MCM water water [74]

6. From model compounds to real biomass feedstock kinetics

Proceeding from simple model compounds towards realistic biomass streams can be
particularly challenging. Pedersen et al. established a kinetic model, with a reaction path-
way for conversion of high fructose corn syrup (glucose and fructose mixture), with the
hypothesis that sugars are the main source for humin formation [33]. Higher calculated
activation energies (228 kJ/mol) for glucose derived humins, indicates that the reaction is
more favorable at higher temperatures. In the year 1945, Saeman et al. studied biomass
hydrolysis along with glucose decomposition and established a first systematic kinetic
model [81]. Two step reaction mechanism that they proposed included cellulose hydroly-
sis with a glucose decomposition as a second step. Increased acid concentration and tem-
perature resulted in higher rate of hydrolysis compared to glucose decomposition. The
vast majority of kinetic studies were performed on cellulose conversion by acid hydrolysis
to monomeric sugars, whereas the dehydration step to furfurals and/or to levulinic acid
is often not included. Girisuta et al. studied acid-catalyzed hydrolysis of microcrystalline
cellulose to levulinic acid and established a kinetic model using a power-law approach
[82]. Hydrolysis of cellulose and glucose humin formation required the largest activation
energies (175 kJ/mol and 165 kJ/mol, respectively), meaning these reactions will be facil-
itated at increased reaction temperatures. Based on the calculated kinetic parameters, au-
thors proposed that lower temperatures and higher acid concentrations are favorable for
higher selectivity towards levulinic acid. Therefore, the optimization of 5-HMF produc-
tion appears to be more challenging. The same authors later transferred their established
kinetic model to a real biomass sample containing water hyacinth plant by introducing
specific correction factors. Hemicelluloses conversion to C5 sugars was found to proceed
with a higher rate compared to cellulose decomposition to C6 sugars [83]. A study also
demonstrated higher rate of pure cellulose conversion in comparison to the conversion of
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the real biomass cellulose. This could be attributed to either different stage of cellulose
crystallinity and/or the presence of lignin matrix. Pretreatment of hemicellulose fraction
such as aqueous extraction and auto-hydrolysis can be successfully employed in convert-
ing hemicelluloses into polysaccharides, enabling acid hydrolysis and dehydration to pro-
ceed in order to obtain 5-HMF and furfural. A kinetic study conducted by Rivas et al.
showed higher pentose reactivity compared to hexoses, which correlated with higher val-
ues of calculated reaction rate constants [84]. Assessment of kinetic coefficients (reaction
rate constant) for 5-HMF and furfural conversion demonstrated higher rates for 5-HMF re-
hydration and formation of side products in comparison to furfural. Within the following
study additional activation energies and reaction rates for hydrolysis of POS (poly/oligo
saccharides) were systematically presented [85]. Hydrolysis reaction rates were shown to
be significantly higher and strongly facilitated by increased temperature in comparison
to dehydration reaction. Elevated temperatures facilitate the formation of sugar-derived
degradation products at elevated temperatures, together with high 5-HMF rehydration
rates and low activation energy (72 kJ/mol), leads to low 5-HMF yields. A study con-
ducted by Girisuta et al. demonstrated relatively high reaction rate of C6 oligomer con-
version, which was significantly affected by acid concentration, namely more acidic media
lead to higher glucose yields [86]. The highest rate constants and lowest activation energy
was attributed to 5-HMF rehydration reaction. Therefore as shown in studies previously
conducted by Girisuta et al. [82] and Rivas et al. [85], difficulty in achieving higher 5-HMF
yields can be attributed to the high activation energy of direct sugar humin formation
(161 kJ/mol) and favorable rehydration reaction at lower temperatures and highly acidic
media. Shen et at. studied conversion of cellulose under hydrochloric acid catalysis and
proposed reaction of glucose dehydration to 5-HMF to be a rate controlling step, due to
the lowest absolute reaction rate [87]. Instead of relying on commonly used dilute acid
pretreatment to hydrolyze biomass streams, hydrothermal pretreatment can be implied
for hemicellulose or cellulose decomposition in order to avoid the use of highly corrosive
acids. Hydronium ions in hot compressed water can act as a catalyst and therefore hy-
drolyze (hemi)cellulose and/or dehydrate obtained monosaccharides further into value
added products furanics [88]. Dos Santos Rocha et al. in their study present a kinetic model
of sugarcane straw decomposition, separately evolving a kinetic model for conversion of
hemicellulose to C5 sugar and furfural and cellulose to C6 sugar and HMF [88]. Hemi-
cellulose – oligomer conversion was likely to be dominant at lower temperature, while
further hydrolysis into monomers (220 kJ/mol) and their degradation to side products
(146 kJ/mol) was strongly facilitated at higher temperatures. Similar trend was observed
for the conversion of cellulose fraction. Observed trends tends to be similar to the ones
reported when using dilute acid hydrolysis as a treatment of biomass [84, 85, 87]. As an-
other environmentally friendly option ionic liquids can be implied as a solvent for one pot
biomass conversion towards value added products. With the good solubility of cellulose
fraction they create homogenous conditions, avoiding mass transfer limitations. Vanoye et
al. preformed hydrolysis of lignocellulosic biomass, starting form cellebiose as a cellulose
model compound [89]. Despite successfully transferred kinetic model to conversion pure
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cellulose feedstock, predicted optimal conditions were not transferable to conversion of
raw biomass sample (Miscanthus grass). Therefore in order to be able to obtain good fit for
raw biomass samples additional modifications, including correction parameters needed to
be introduced. Organosolv pulping process enables the separation of cellulose and lignin
fraction leaving a liquid hemicellulose fraction available for further conversion to plat-
form chemicals. Dussan et al. studied formic acid catalyzed dehydration of hemicellulose
saccharides [56]. The evaluation of established kinetic models based of individual model
compounds conversion, was successfully transferred to C6 and C5 sugar mixtures and real
biomass samples (Wheat straw, Miscanthus, Norway spruce). Hemicellulose organosolv
predominantly contains large amounts of C5 sugars, mainly xylose, whereas hexoses can
be present in smaller amounts, therefor some kinetic studies doesn’t always include HMF
formation [90]. Studying hemicellulose organosolv conversion it was demonstrated dou-
bled formation of humins in comparison to reaction conduced with model compounds
alone. This can associated with the presence of multiple hexoses, pentoses, organic acids
and lignin residues, while reduction in humin formation can be achieved by addition of
ethanol as a solvent to reaction mixture. [81]

The presence of various different compounds may affect the lignocellulosic biomass
utilization and additional steps are necessary to optimize the process. Therefore, studies
developing kinetic models using raw biomass as feedstock are of significant importance to
obtain industrially transferable knowledge for the production of furanics.

The use of solid catalysts for a one pot conversion of lignocellulosic biomass material is
not often reported in the literature. Gromov et al. recently published a study with a kinetic
model of multistep hydrolysis-dehydration of cellulose as a starting material over solid
sulfonated carbon catalyst. Findings reported cellulose solubilization and glucose-fructose
isomerization as the main rate limiting steps in 5-HMF formation, without significant lev-
ulinic acid formation [92]. Jiang et al. have proven that acid sites present on the solid cata-
lyst surface can donate a proton to a solid cellulose particle, resulting in protonated species,
that can dissolve and degrade in water [93]. Since cellulose is a macromolecule it can
also undergo the universal free radical degradation reaction. MCM-41, modified sulfuric
acid catalyst facilitates cellulose degradation at increased temperatures. Using sulfonated
MCM-41 authors observed fast decrease in the cellulose concentration at the start of the re-
action, due to the degradation of amorphous cellulose fraction. Developed kinetic model
also provides reaction rate constants and activation energies, where degradation of 5-HMF
demonstrated the highest activation energy and reaction rates. The use of solid acid cata-
lyst can be challenging due to possible deactivation and humin deposition [68, 94]. Trying
to avoid these difficulties reaction media can be a crucial factor in suppressing undesired
product formation. Atanda et al. optimized the catalytic performance of phosphated TiO2
by using biphasic system by the addition of N-methyl-pyrrolidone (NMP), where the role
of NMP was to stabilize 5-HMF and prevent the rehydration and humin formation [95].
Testing out glucose, cellulose, sugarcane bagasse and rice husk as a different starting ma-
terial, the importance of cellulose structural composition has been emphasized. In order
for cellulose to undergo the catalytic conversion it must dissolve in water, which can be
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achieved by decrystallization and/or depolymerisaiton, using alkai pretreatment. Kinetic
model included hydrolzation of cellulose with later glucose dehydration to 5-HMF, where
hydrolysis (122 kJ/mol) had higher activation energy and reaction rates compared to the
dehydration reaction (111 kJ/mol) [95]. Qing et al. studied SnCl4 catalyzed conversion of
corncob, where the kinetic analysis shown lower activation energy for glucose dehydra-
tion into 5-HMF, compared to other homogenous catalysts (HCl, H2SO4) [96]. Similary as
reported for homogenous catalysis, [81, 85] reaction rate of cellulose hydrolysis increased
with elevated temperature. When studying realistic stream mixtures it is important to con-
sider their complex structure with possible presence of metal ion, which can be a defining
factor for catalyst selection. Authors have reported the change in acidity of zeolite catalyst,
based of metal-exchange study metal ions can be responsible for catalyst deactivation due
to their possibility to exchange with the Brønsted acid sites [8, 97]. Proton exchange with
metal ion in zeolite catalyst is denoted in Figure 10.

Figure 10: Proton exchange. Reprinted by [97].

7. Effect of lignin

The structure of lignocellulosic biomass is an important aspect when conducting reac-
tions with real biomass samples, where the protective lignin layer can affect the surface
accessibility cellulose and hemicellulose [8]. Based on the glucose decomposition study,
Xiang et al. established a complex reaction network and disused the effect of acid solu-
ble lignin (ASL) on the degradation process [98, 99]. It has been proven that ASL in acid
medium facilitates glucose conversion by formation of ALS-glucose or ALS-oligomer com-
plexes [99]. A comprehensive kinetic study conducted by Yan et al. revealed the impact
of cellulose crystallinity, in-situ formed ASL-glucose complex and humins on the reaction
kinetics, [100]. Cellulose crystallinity significantly impacted the reaction rate of hydroly-
sis at the lower temperatures (140 °C – 160 °C), whereas it diminished with an increase
in temperature. In-situ formed ASL-glucose complex and humins demonstrated a greater
influence on the reaction kinetics at higher temperatures. Generation of ALS-glucose com-
plex was facilitated by higher hydronium ion concentration in water medium, which neg-
atively impacted 5-HMF yield. The third parameter of 5-HMF derived humin formation
was negligible at lower temperature below 160 °C, whereas the increase in temperature
resulted in lower 5-HMF and levulinic acid yields [100].

Raw lignocellulosic biomass is comprised of both C5 and C6 sugars, therefore the un-
derstanding of possible lignin interference and impact on conversion of both hexoses and
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pentoses is crucial for process optimization, catalytic activity and yields of desired prod-
ucts. When studying acid catalyzed conversion of model compounds (xylose/ xylan)
along with a real biomass sample, Yemisß et al. obtained higher furfural yield in straw
biomass compared to pure model compound [101]. Interestingly, the study conducted
by Daorattanachai et al. contrarily showed that the presence of Kraft lignin negatively
impacted furfural yields from xylose and xylan [5]. The opposite has been proven for hex-
oses where lignin can promote glucose-fructose isomerization. It was proposed that the
isomerization could be promoted by lignin originated organic acids under conditions of
hot-compressed water, although in-situ formed organic acids were not mentioned. The im-
pact of lignin on sugar conversion was studied at different acid concentrations, where the
presence of lignin increased 5-HMF yield at concentration above 0.5 M H3PO4 [5]. This in-
dicates a possible lignin neutralization capacity which was studied later by Lamminpää et
al. where authors presented the impact of kraft lignin on xylose conversion [102]. Lignin
has shown to highly impact the pH of the reaction media. Whereas the inhibition effect
of lignin on xylose conversion and furfural yield was more pronounce using sulfuric acid
in comparison to formic acid, ascribed to different acid strength and dissociation ability.
Presence of neutralizing capacity could originate from cations (potassium, sodium, mag-
nesium) present in biomass. Changes in pH could not fully explain the inhibition of xylose
conversion proposing there are existing additional pathways in of xylose dehydration in-
hibition [102]. Gomes et al. investigated production of furanics from sugarcane bagasse
and reported lower HMF and furfural yield when real biomass was used as a feedstock
[103]. Authors have associated the inhibitory effect of lignin with barrier like effect of
lignin as a macromolecule and/or possible catalyst (ZnCl2 /HCl, AlCl3/HCl)-lignin inter-
action resulting in a deactivation and lower catalytic activity. Jongerius et al. studied the
presence of lignin and lignin model compounds as a stabilizer of Pt/Al2O3 preventing alu-
mina support to recrystallize to boehmite, the loss of Lewis acidity and sintering of metal
particles [104]. It was evidenced that higher lignin concentration in the biomass stream
can decrease furfural yield, along with an increase in degradation rate [105]. Alternatively,
the addition of lignin model compounds to saccharide mixtures had no significant effect
on either furfural or xylose degradation. Dussan et al. proposed the mechanism for xy-
lose/furfural degradation in the presence of lignin. The authors proposed two possible
pathways for lignin facilitated xylose/furfural degradation, which resulted in lower fur-
fural yields. The first reaction pathway can be described by aldol condensation between
a lignin carbonyl group and furfural. Another explanation for the low furfural selectivity
can be due to the electrophilic behavior of xylose intermediates reacting with the lignin
carbocation formed under acidic conditions. The results in the study also proposed no sig-
nificant effect of lignin on glucose dehydration to 5-HMF or its degradation. An efficient
method for feedstock purification was implemented by Liu et al. when studying the con-
version of biomass hydrolysate containing high glucose concentrations into 5-HMF [106].
With the addition of activated charcoal (50 wt %), they were able to remove inhibitors such
as lignin and furanics leading to higher yields of 5-HMF.

Binder et al. reported no negative effect of lignin and other macromolecules on the

21



HMF yield using DMA-LiCl (10 %) with ionic liquid as an reaction media for conversion
of corn stover [107]. Similarly no interference of lignin present in biomass sample was ob-
served when authors used GVL as a solvent. Other advantage of using solvent like GVL is
its ability to dissolve lignin and huminic species that are formed during dehydration reac-
tion [32]. It has been proven that lignin can react and form complexes with both C5 and C6
sugars, when biomass conversion is conducted under hydrothermal acidic catalysis, which
can consequently lead to lower selectivity and yields of HMF and furfural, respectively.
Considering lignin ability of neutralization, using acid catalyst in low concentrations can
lead to neutralization and decreased acid concentration, effecting the catalyst activity. Re-
garding reaction condition optimization, the removal of lignin is not absolutely necessary
for efficient lignocellulosic biomass saccharide dehydration.

8. Humin formation and its kinetics

Humin formation can be attributed to different substrates during dehydration reaction,
including sugars, furanics (HMF or furfural) or intermediates. Sumerskii et al. studied
formation of humin like substances (HSL) under industrial conditions of wood hydrolysis
[31]. Authors proposed a reaction pathway of polycondensation of HMF derived ether
or acetal, with possible integration of levulinic acid and incorporation of monosaccharide
intermediates, considering the presence of lignin can also lead to lignohumic complex.
Based on the analytic techniques (GC-MS pyrolysis-pyrogram, 13C-NMR) the composi-
tion of HSL was suggested to be comprised of 60 % of furanic rings and 20 % of aliphatic
linkers [31]. Horvat et al. showed the involvement of a highly reactive intermediate (2,5-
dioxo-6- hydroxy-hexanal) DHH in the formation of 5-HMF derived humins [108]. The
model was later expanded by Patil et al. proposing aldol addition/condensation between
5-HMF and DHH as a primary route for humin formation [30]. The reaction was reported
to be first order, with activation energies of 89 and 94 kJ/mol for rehydration to LA and
humin formation, respectively [30]. Comparison of glucose, fructose and 5-HMF humin
formation revealed that direct the conversion of sugars into humins does not seem to be
significant in relation to 5-HMF [109]. This contradicts the proposed mechanisms in most
of the kinetic studies, which include direct humin formation from either fructose or glu-
cose. Van Zandvoort et al. have later reported humins can be formed through additional
reaction pathways [26]. The presented van Krevelen plot demonstrated participation of
sugars, intermediates and furanics in humin formation. Alternatively, additional experi-
ments and analytics (2D solid-state NMR and infrared (IR) spectroscopy, gel permeation
chromatography (GPC)) confirmed that humins are mostly derived by 5-HMF [25] [29].
With ATR-FTIR spectroscopy, Scanning Electron Microscopy (SEM) and Dynamic Light
Scattering (DLS) it was suggested that 5-HMF undergoes condensation reaction and/or
nuleophilic attack, with levulinic acid being to some extend involved in a structural com-
position of humins [29, 110]. Acidic properties and possible incorporation of levulinic acid
into the humin structure was also suggested by Whitaker et al. [111]. The authors later
confirmed later by cation exchange titration of produced humins. Based on the mecha-
nistic studies it can be concluded that 5-HMF represent key compound, whereas 5-HMF
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can undergo either self-condensation or cross-polymerisation with partially dehydrated
sugars and intermediates (DHH). Maruani et al. suggested formation of water soluble
glucose oligomers under acidic hydrothermal conditions which could have a possible in-
volvement in the humin formation [112]. The similar mechanism of oligomer formation
via direct sugar dehydration was also proposed by Fu et al. [113]. Formation of the
oligomeric species, described as a humin precursors was also proposed by 5-HMF and LA
cross-polymerization and self-5-HMF condensation [114]. Soluble oligomers are formed
via 5-HMF condensation where their size can later increase to a level where it overcomes
its solubility, leading to the formation of primary particles. This theory was confirmed by
a kinetic study regarding growth of humins [114].

Researchers have been during the last decade focusing on the mechanism of humin
formation, proposing that the 5-HMF plays a key role in the reaction of condensation and
or cross/self-polymerization, leading to humin formation. Literature does not agree on
the involvement of partially dehydrated sugars or rehydration side products in the humin
structure [115]. Although most of the kinetic studies are considering humin and/or side
product formation directly from sugars, glucose and fructose, respectively. Alternatively,
a lot of kinetic studies has proposed direct degradation of saccharides (fructose) to formic
acid. This pathway was suggested due to the stechiometric excess of detected formic acid
during dehydration reactions in comparison to levulinic acid.

9. Influence of solvent and temperature on humin and side product formation

In order to achieve higher HMF yields, organic solvents often can be introduced to a
reaction system. Mellmer et al. achieved 5-HMF yield above 70 %, when using H2SO4
and HCl in water-THF and water-dioxane reaction media [39]. Tang et al. investigated
the effect of organic solvent addition on kinetics of dehydration reaction and 5-HMF yield
and selectivity [63]. Based on the calculated reaction rates it was found that addition of
organic solvent THF, suppressed undesired HMF conversion to humins. In comparison to
pure aqueous systems, reverse (fructose-glucose) isomerization and formation of saccha-
ride derived formic acid was found to be enhanced in THF-water reaction media, while
glucose-fructose isomerization, fructose dehydration and HMF/fructose derived humin
formation demonstrated lower reaction rates. With additional analysis by electron spin
ionization mass spectroscopy (ESI-MS), it was proven that the presence of THF accelerates
direct degradation of both sugars (fructose and glucose) to formic acid. Fu et al. stud-
ied suppression of unwanted oligomeric side products (humin precursors) by triphasic
system of THF-water and CO2. THF was found to be responsible for the inhibition of
cross/self-condensation of 5-HMF and LA, while CO2 suppressed the sugar oligomer for-
mation [113]. Due to the importance of solvent used as a reaction medium Fu et al. studied
solvent effects on degradative condensation of fructose [115]. Polar aprotic solvents re-
sulted in oligomer formation along with significant amounts of formic, acetic and levulinic
acid. Individual solvents revealed to promote different side products, where THF and DIO
lead to excessive formation of formic acid, MIBK facilitated formation of acetic acid and
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significant amount of levulinic acid was formed in GVL and NMP, whereas DMSO specifi-
cally promoted formation of 5-HMF [115]. Important contribution to the field was done by
Cheng, et al. by assessing the solubility of humins in various solvents, finding the correla-
tion between solvent donor number and humins solubility, where THF and DMSO resulted
in the highest concentration of solubilized humins. Vasudevan et al. provided additional
information on glucose solvation using force-field molecular simulation [116]. It was pro-
posed, that already small amount of co-solvent (DMSO, dimethylformamide (DMF), THF)
added to the aqueous system can stabilize the glucose molecule (by stronger water-glucose
interactions). Along with suppression of unwanted products formation it can promote
sugar dehydration into 5-HMF. This theory can explain higher 5-HMF yields obtained in
the reactions conducted with different polar aprotic co-solvents. Higher yields and selec-
tivities of 5-HMF achieved in DMSO, attracted more attention to study the effect of DMSO
on sugar dehydration reaction. Amarasekara et al. proposed the mechanism of DMSO
promoting dehydration reaction by stabilizing fructose molecule in the furanose isomer
form with a fructose dehydration through a cyclic intermediate [117]. Whitaker et al. simi-
larly studied the impact of DMSO on the reaction mechanism [111]. Concluding, the main
reason for higher 5-HMF yields and selectivity, lays in the stabilization, rather than other
proposed option of DMSO to sulfuric acid degradation. Pedersen et al. conducted de-
hydration reaction from glucose/fructose mixtures in acetone-water solvent system, simi-
larly to DMSO, acetone demonstrated an effect of HMF stabilization [33]. To achieve higher
conversion and yields researchers also tried to implement a Simultaneous-Isomerization-
and-Reactive-Extraction (SIRE) process for HMF production, where in order to increase
HMF yield ketoses are extracted into acidic IL medium, whereas formed HMF is than fur-
ther extracted into organic phase (THF). [86] Different organic solvents can be also added
to aqueous medium in order to form a biphasic systems. Biphasic system enables, increase
in 5-HMF yield due to transpiring in-situ extraction. Once HMF is formed, it is extracted to
the organic phase where reactions leading to undesirable products, namely levulinic and
formic acid and humins are suppressed, illustrated in Figure 11 [118]. Román-Leshkov et
al. investigated biphasic system for fructose to 5-HMF conversion, the addition of MIBK
as a water immiscible organic solvent was first introduced to increase fructose conversion
and 5-HMF selectivity [23]. To further improve 5-HMF selectivity DMSO/PVP was added
into water phase, resulting in better solubility in water phase, therefore low 5-HMF parti-
tioning was corrected with 2-butanol. Due to the THF-water miscibility the addition of salt
is needed in order to form biphasic system. By introducing NaCl to a system, isomeriza-
tion reaction was suppressed, whereas addition of the NaCl facilitated FA formation from
fructose and HMF rehydration. In terms of humin formation direct fructose to humin
degradation was facilitated with the NaCl addition, but glucose to humin conversion was
successfully suppressed. Importantly fructose to HMF dehydration was significantly fa-
cilitated [63]. Preforming reaction kinetic modeling for biphasic systems, several factors
should be accounted, such as miscibility of selected solvents, partition coefficients, and
extraction rate. W. Guo et al. first developed a kinetic model for fructose/glucose dehy-
dration by using sulfuric acid as a catalyst in aqueous media and later expanded it further
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Figure 11: Fructose dehydration in biphasic system. Reprinted by [21].

to biphasic system of MIBK and water [44]. Recently authors have reported formation
of insoluble humins (hydrochar) under microwave energy can increase the formation of
humins and therefore by incorporating the HMF in their structure decrease its yield [119].
Eblagon et al. found severe humin formation at the temperature above 180 °C [120]. Simi-
lar was reported when studying production of HMF over HSO3-ZSM-5 zeolite, where the
mixture turn dark brown when temperature was increased over 150 °C [121].

10. Influence of initial feedstock and acid concentration on humin formation

Patil et al. reported humin formation from 5-HMF as a first order reaction; conse-
quently higher amount of humins will be formed with 5-HMF higher concentration [30].
Van Zandvoort et al. ascribe the difference between glucose and fructose humin forma-
tion to higher yields of 5-HMF formed from fructose. With a systematic study it has
been found that glucose concentration did not impact significant the humin formation,
where temperature and to some extend also the acid concentration had more pronounce
effect on the amount of humins formed via acid catalyzed dehydration reaction of glucose
[26]. Tsilomelekis et al. have studied the impact of temperature and acid concentration
on the growth kinetics, where increasing temperature and/or acid concentration resulted
in higher growth rates [110]. Studying the humin growth kinetics, fructose concentration
showed no affect the growth rate of humins (zero order), while opposite was observed for
the initial concentration of 5-HMF [114]. Initial feedstock or substrate loading can due to
the different reaction orders differently effect the formation of HMF, levulinic and formic
acid and humins. Reaction of humin formation tend to be higher reaction order, due to the
polymerization type of reaction [35]. Acidity can also affect formation of side products au-
thors Körner et al. reported formation of acetic and lactic acid at higher pH, while levulinic

25



acid, 5-HMF and humins are more prone to form in more acidic conditions [122]. Study-
ing the conversion of fructose in DMSO and water, the authors found no significant effect
of organic acid (formic and levulinic acid) on the fructose conversion to 5-HMF, whereas
relatively low presence of sulfuric acid can affect the conversion significantly [111]. In-
creased feedstock loading can lead to decreased furfural and HMF yield, where due to
the previously proposed mechanisms furfural undergoes the fragmentation, resinification
and cross-condensation and 5-HMF rehydrate further to levulinic and formic acid as well
as polymerize in to unwanted huminic products [10, 123, 124, 125, 126]. To maximize
the HMF yield it is important to start with the optimal concentration of initial substrate.
Preforming experiments varying a starting sugar concentration researchers reported a sig-
nificant decrease of 5-HMF yield after exceeded optimal concentration due to the possible
side reaction of humin formation [10, 106, 127, 128, 129, 130]. Sievers et al. confirmed that
can presence of furanics in initial reaction mixture negatively impact final 5-HMF yield
and result in increased amount of insoluble side products [131].

11. Catalyst deactivation in relation to humin formation

Regulation of humin formation is of significant importance especially when using het-
erogeneous catalysts [118]. Marzo et al. studied stability of niobic acid catalyst, where
high acid density resulted in fast catalyst deactivation due to the humin deposition [34].
Catalyst ion doping decreased the acidity and increased long term catalyst activity. Humin
formation can be promoted by both Lewis and Brønsted acid sites present on catalyst sur-
face. Li et al. proposed that humin formation and rehydration to levulinic acid can be
promoted by medium-to-strong Lewis acidity [132], while high amounts of Brønsted acid
can facilitate aldol addition/condensation. Important parameter in solid catalyst is its
structure and morphology. Recently a study using Fe/HY zeolite as a heterogeneous cat-
alyst for a dehydration reaction discussed the impact of porosity on catalyst deactivation
by humin deposits [94]. Time needed to deactivate catalyst was increasing with increased
porosity up optimal value (0.2), while the further increase in catalyst porosity resulted in
the glucose and 5-HMF diffusion in to the center of particle and earlier catalyst deacti-
vation. 5-HMF yield and selectivity steadily decreased with increase in porosity. Due to
the thermos-sensitivity higher temperatures lead to higher humin yield, and faster cata-
lyst deactivation [94]. By adjusting acidic properties and porosity it is possible to limit
humin formation. Despite the efforts of humin formation regulation, they are often an
inevitable side product of sugar dehydration reaction, therefor there is still a need for a
catalyst regeneration. Common methods refers to calcination [118] and catalyst washing,
but authors have also discussed regeneration of catalyst under mild oxidation condition at
low temperature of 70 °C, using Fenton’s chemistry [133]. A technique showed promising
results especially in removing the humin deposits, but unfortunately prior present acids
sides could not be fully recovered.
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12. Conclusion

Lignocellulosic biomass is an abundant feedstock, suitable for an industrial production
of 5-HMF. Efficient 5-HMF synthesis requires pretreatment step, hydrolysis of polysaccha-
rides and dehydration of individual sugar units, with additional glucose-fructose isomer-
ization. Biomass composition is in this process of 5-HMF production one of the crucial
factors, since can the presence of hemicelluloses and lignin severely affect the reaction ki-
netics. Additional steps are often necessary to optimize the process. Therefore, studies
developing kinetic models using raw biomass as feedstock are of significant importance to
obtain industrially transferable knowledge for the 5-HMF production. The major problem
for inefficient lignocellulosic biomass utilization, can still be attributed to excessive humin
formation. Based on the kinetic studies it can be condluded:

• Hydrolysis of cellulose and sugar humin formation on average required the largest
activation energies, meaning these reactions will be facilitated at increased reaction
temperatures, whereas lower temperatures and higher acid concentrations are fa-
vorable for higher selectivity towards levulinic acid. Therefore, the optimization of
5-HMF production appears to be more challenging.

• Most of the studies found that lignin and humins can significantly contribute and/or
change the reaction kinetics, therefore several correction factors had to be employed
for a better fit of the model.

• Suitable combination of reaction conditions, catalyst and solvent selection can con-
siderably limit humin formation. Polar aprotic solvents and biphasic system were
reported to be efficient in achieving high 5-HMF yield. Homogenous catalysts can be
with the right acid concentration and temperature range be competently utilized for
the dehydration into 5-HMF, whereas more environmentally friendly heterogeneous
catalysts, can with the manipulation of Lewis and Brønsted acidity and porosity sig-
nificantly improve 5-HMF yields.

• Several studies conducted the dehydration reaction using supercritical water as a cat-
alyst, this could indicate a possible increased catalytic performance of other catalyst
at higher temperatures and a potential impact on the calculated kinetic parameters.

• Considering the carbohydrate dehydration reaction pathway, formic and levulinic
acid can be formed via rehydration of 5-HMF. Therefore in-situ formed organic acids
(levulinic and formic acid) could with its catalytic activity influence the reported
reaction kinetics.

• Researchers have been focusing on the mechanism of humin formation, proposing
that the 5-HMF plays a key role in the reaction of condensation and or cross/self-
polymerization. Literature does not agree on the involvement of partially dehy-
drated sugars or rehydration side products in the humin structure. Contradictary
most of the kinetic studies are considering humin and/or side product formation
directly from sugars, glucose and fructose, respectively.
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Abstract

Widespread utilization of proton exchange membrane (PEM) electrolyzers is currently still
uncertain, as it inevitably relies on the use of highly scarce iridium as the only viable cat-
alyst for oxygen evolution reaction (OER), which is known to present the major energy
losses of the process. The understanding of the origin of different stabilities of Ir-based
catalysts is therefore crucial. It is known that structure importantly influences the dis-
solution, which is the main degradation mechanism and shares common intermediates
with the OER. In this minireview, the state-of-the-art understanding of the dissolution phe-
nomenon and its relationship with the structure of different iridium catalysts is gathered
and correlated to different mechanisms of OER. In conclusion, the perspective on future
investigation directions is presented.

Keywords: oxygen evolution reaction, iridium, dissolution

1. Introduction

Increasing interest in renewable energy sources, following the policies aiming to limit
the anthropogenic changes of the climate, demands the development of innovative tech-
nologies that would mitigate the intermittence of solar and wind energy. Storing excessive
energy in the form of chemical bonds, specifically as hydrogen, is currently seen as one
of the best options, which can be confirmed by the increasing number of electrolyzer in-
stallations [1]. However, the efficient scale-up of this technology is currently still hindered
by the low efficiency, arising predominantly from the sluggish kinetics of anodic oxygen
evolution reaction (OER) and the high cost of materials that are able to resist the harsh,
acidic conditions in the proton exchange membrane (PEM) electrolyzers. The material of
choice for the OER catalysis is iridium, as it is the only metal that combines both sufficient
stability and relatively high activity [2, 3]. To improve the performance of catalysts, the
fundamental understanding of mechanisms, driving the reaction, is of great importance.
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Figure 1: Structure of Ir-based catalysts: a) stable crystalline rutile IrO2 with edge-sharing octahedra and b)
less ordered amorphous oxide IrOx. Gaps in amorphous oxide are filled with intercalated water molecules.
Corner-sharing oxygen atoms, labelled as activated oxygen, can participate in the OER and thus accelerate the
reaction [10].

The beginning of systematic studies on the OER mechanism on different noble metals goes
back to the 50s, when the first kinetic studies were published [4]. The reaction has gained
increasing interest since then, especially recently, when it is also exhibiting a widespread
application potential. Mechanistic studies revealed various possible reaction pathways,
which lead to different activity and stability of the Ir catalysts. The focus of the investi-
gations on the Ir catalytic properties has only recently slowly shifted from the activity to-
wards stability [5]. In this regard, the dissolution of active material is acknowledged as one
of the predominant degradation mechanisms. Understanding of dissolution kinetics has
advanced with the development of experimental techniques which combine electrochem-
ical measurements with on-line detection of dissolved species, namely scanning flow cell
connected to inductively coupled plasma mass spectrometer (SFC-ICP-MS) [6]. The disso-
lution kinetics are affected by both electrochemical parameters and physico-chemical prop-
erties of the catalytic material (its structure, etc). Specifically, in the case of iridium, less ac-
tive crystalline rutile, with edge-sharing octahedra, IrO2 (Figure 1a), is known to be stable
under OER conditions, whereas its amorphous analogues with more corner-sharing octa-
hedra with under-coordinated oxygen atoms and in the gaps intercalated water molecules
(Figure 1b) exhibit higher activity for oxygen evolution, but also lower stability. Based on
the dissolution studies, it is now generally accepted that OER and dissolution mechanisms
are intertwined, either through a common intermediate [7] or via formation of oxygen from
the oxide lattice [8, 9], which leads to destabilization of the structure and resulting disso-
lution.

This minireview aims to gather the state-of-the-art understanding of the dissolution
mechanisms and their correlation to the OER. Special focus is given on the effect of the
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structure of different Ir-based catalysts on both activity and stability. The summary of the
latest literature is concluded with the perspective on the future challenges of the topic and
strategies to overcome them.

2. Mechanism of Oxygen Evolution Reaction on Ir-based catalysts

OER is a complex electrochemical reaction involving four electron and proton transfers
and at least two reaction intermediates [11]. First experimental studies on OER of different
noble metals concluded that OER on iridium occurs via electrochemical oxide path [12],
which was previously suggested by Bockris [4]. Since then, many studies tackled this
problem, each using a different approach. Besides the mentioned classical electrochemical
studies, based on Tafel analysis, they can be grouped into four additional categories:

1. X-ray photoemission and absorption spectroscopy (XPS, XAS) studies determining
the oxidation state of the catalyst during the catalytic cycle [13, 14, 15, 16],

2. studies using spectroscopic methods (Raman, Infrared (IR) spectroscopy) aiming to
detect reaction intermediates on the surface of the catalyst [17, 18, 19],

3. theoretical studies using density functional theory (DFT) calculations, microkinetics,
molecular dynamics [20, 21, 22],

4. studies detecting reaction products and dissolved species [7, 23, 24].

Kötz et al. published one of the first ex-situ XPS studies of IrO2 films and based on the
constant ratio between oxygen and iridium at all studied potentials proposed a cationic
catalytic cycle, following electrochemical oxide path, where iridium is oxidized to IrO3
intermediate and is in the following reaction step reduced back to IrIV with a simultane-
ous release of oxygen molecule [25]. More recent in-situ XPS [13] and XAS [14] studies on
iridium oxide nanoparticles and hydrated iridium oxide films, respectively have however
on the contrary suggested IrV-IrI I I transition, with the presence of both oxidation states
under OER conditions [14]. This mechanism was further confirmed by Sivasankar et al.
who detected for the first time Ir-OOH intermediate using FT-IR spectroscopy by probing
iridium oxide nanoclusters [17]. Cationic redox processes on which these studies were
based have traditionally been thought to be the main source of charge storage. This view
was challenged by the discovery of anion driven capacity storage in Li-ion battery tech-
nology [26, 27]. The idea of an anionic redox mechanism was soon applied to the field
of electrocatalysis. Thermodynamic considerations proved that any metal oxide must be-
come unstable under oxygen evolution conditions and the reason for that was found to
be the instability of oxygen anion in the metal oxide lattice [9]. In another study, it was
demonstrated that shifting the oxygen p-band closer to the Fermi level can trigger the re-
dox activity of the lattice oxygen [28]. Anionic redox mechanism can exist in metal oxides
with a highly covalent network. Activation of the oxygen ligand occurs if the transition
metal’s d-band penetrates the ligand’s p-band. In that case, electrons from the oxygen’s
p-band are poured into the metal’s d-band which leaves behind holes, that can be even-
tually attacked by water molecules and form peroxo species (Figure 2). Anionic redox
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Figure 2: Activation of oxygen ligand for anionic redox mechanism in a highly covalent network. Here, the
cationic d band penetrates the ligand’s p band, which leads to the formation of holes, prone to the nucleophilic
attack of water [31].

mechanism was experimentally confirmed in different studies [16, 29, 30]. Using near am-
bient pressure (NAP)-XPS and XAS, combined with ab initio calculations, Saveleva et al.
aimed to reveal a universal mechanism by studying two different Ir-based catalysts, ther-
mally oxidized IrO2 and electrochemical amorphous iridium oxide nanoparticles [16]. The
authors concluded that anionic lattice oxygen involvement in OER is operative on both,
structurally rigid rutile and more flexible IrOx nanoparticles and further questioned the
possible presence of Ir in oxidation states above 4+.

The focus of the above-mentioned studies was on the operating OER mechanisms,
however, none of them related them to the possible instability related issues. Only recently,
a few papers, correlating different reaction mechanisms with the possible dissolution path-
ways, were published. These studies will be discussed below.

3. Mechanistic understanding of Ir dissolution under OER

One of the first dissolution studies comparing different noble metals, using then newly
developed scanning flow cell (SFC) coupled to the inductively coupled plasma mass spec-
trometer (ICP-MS), showed that dissolution of all studied metals increases with the accel-
eration of OER, which directly interconnects activity and stability of OER catalysts [2].
The extent of dissolution was however very different, depending on the nature of the
investigated metals. While OER did not significantly affect the dissolution of platinum,
ruthenium, which is known to be among the most active catalysts for OER, displayed ap-
proximately three orders of magnitude higher dissolution. Iridium was found to have an
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Figure 3: Correlation between stability of catalyst with Tafel slope and operating OER mechanism [2].

intermediate response, both in activity and stability. The authors have shown that sta-
bility can be estimated based on the Tafel slopes, which indicate different operating OER
mechanisms. On the metals with high Tafel slope, such as platinum, OER is expected to
go through an adsorbate route, which does not involve the participation of oxide lattice in
the reaction and does not disturb the surface of catalysts, while on the contrary, on metals
with lower Tafel slope, OER involves the participation of thick oxide layer, which results
in its destabilization and higher dissolution of catalyst (Figure 3).

Dissolution of different iridium oxides was further tested to conclude which parame-
ters render the improved stability of different oxides. It was shown that thermal treatment
of either chemically [32] or electrochemically [33] prepared iridium oxides resulted in im-
proved stability and decreased activity. The decrease in activity was explained by the
changing of the stoichiometry of oxide with the initiated crystallization, which also leads
to the lowering of accessible active sites and hindered ion insertion and mass transport due
to the loss of hydration. They observed some discrepancies in the stabilization effect of dif-
ferent annealing temperatures. Interestingly, oxides, heat-treated between 100 and 300 °C
exhibited lower both activity and stability. This was explained by the reduced hydration
and conductivity, caused by the incomplete crystallization. Additionally, the formation of
mixed oxide phase with the co-existence of both crystalline and amorphous phase, was
recognized as the origin of the increased dissolution of iridium, as presence of conductive
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Figure 4: Effect of thermal treatment of hydrous iridium oxide films on their intrinsic activity and stability,
obtained by normalization of current and dissolution rate by charge, which gives a rough estimation of the
catalytically active surface area [33].

crystalline phase enhanced the dissolution of amorphous oxide. Further increase of the
annealing temperature led to a complete crystallization, and thus to improved stability
and lower activity (Figure 4). The effect of different crystal structures was further shown
in a study investigating the activity and stability of iridium and ruthenium and their ox-
ides [34].

A series of systematic examinations of dissolution of both bare metallic iridium disk
and electrochemically grown iridium oxide were published the same year, aiming to fur-
ther elucidate the dissolution of iridium in a broader potential range [35, 24]. It was shown
that the dissolution of hydrous iridium oxide depends both on the potential of the elec-
trode and oxide layer thickness; an increase in both parameters leads to enhanced disso-
lution. Based on the extensive literature review and data on the dissolution, the authors
combined the state-of-the-art understanding of OER mechanism with the dissolution mea-
surements and suggested a universal mechanism [35]:
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HIrO2 → IrO2 + H+ + e−

IrO2 + H2O→ IrO2(OH) + H+ + e−

2IrO2(OH)→ 2HIrO2 + O2

(1)

If assuming that instead anhydrous oxide is used as catalyst, the catalytic cycle could
be written with the second step of the cycle in Eq. 1 being the first step:

IrO2 + H2O→ IrO2(OH) + H+ + e−

IrO2(OH)→ IrO3 + H+ + e−

IrO3 → IrO2 + O2

(2)

Mechanism suggested for active, hydrous oxide, where IrI I I-IrV switching of the oxi-
dation state is predicted, was well in line with the observations reported by Minguzzi et
al. [14]. Mechanism, proposed for anhydrous oxide, which was based on the observations
made by Kötz et al. [25], is however difficult to be experimentally confirmed, as IrO3 inter-
mediate was expected to be short lived.

Only recently, Kasian et al. published a study, where this high-oxidation-state iridium
intermediate was detected for the first time [7]. Combining dissolution measurements us-
ing SFC-ICP-MS and detection of volatile intermediates and products of OER by online
electrochemical mass spectrometry (OLEMS) on three different iridium anodes, namely
metallic iridium, reactively sputtered and thermal iridium oxide, the authors were able to
simultaneously measure the dissolved iridium and formation of O2 and IrO3 at 5, 10, 15
and 20 mA cm−2. On thermal oxide, which displays lower reactivity towards OER, for-
mation of volatile IrO3 intermediate was detected already at the lowest current density,
whereas on the other two, more active electrodes it was possible to detect it only at the
highest current densities, after the potential on the anode exceeded 1.6 V. Based on that, al-
ready the above-mentioned mechanisms were confirmed and additionally combined into
a potential dependent universal scheme, presented in Figure 5. Regardless of the material,
the first step of OER, marked with blue arrows, is water discharge and adsorption of OH
radical on the surface of catalyst, which is accompanied by the oxidation of iridium cen-
ter and leads to the formation of IrVO2(OH) intermediate. The next steps depend on the
electrode potential, which is determined by the nature of the electrode. If OER is catalyzed
by thermal oxide, required potential is high enough for further oxidation of iridium to
IrVIO3. This intermediate can then further either decompose to O2 and IrO2 to close the
catalytic cycle or react with water and dissolve as IrO2−

4 . Considering relatively low dis-
solution of the thermal oxide, it was suggested that hydrolysis is kinetically suppressed,
which could explain the superior stability of crystalline iridium oxide. In the case of more
active materials, the applied potential is not high enough to further oxidize iridium. In-
stead, OER cycle is closed by the decomposition of IrVO2(OH) intermediate with evolution
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Figure 5: Universal mechanism correlating both OER and dissolution pathways, proposed by Kasian et al. [36].

of O2 molecule and formation of HIrI I IO2 species, which can be further either dissolved
or oxidized to IrO2. Already in the study, published by Cherevko et al. [24], the formation
of this IrI I I intermediate was suggested to be the origin of lower stability of metallic and
hydrous iridium oxide catalysts. When current densities are high enough to exceed the
potential required for oxidation of iridium further to IrVI , the pathway marked with red
arrows, becomes relevant also for the more active catalysts. Here, dissolution via forma-
tion of IrO2−

4 - might however not be equally kinetically stabilized, as Geiger et al. showed
that at potentials above 1.8 V, metallic iridium was completely dissolved already after 10
minutes [10].

Assuming that the proposed mechanism is operative, three different dissolution path-
ways are possible for different catalysts. First, dissolution of metallic iridium is inevitable
under high anodic potentials, as it is accompanying the formation of protective passive
oxide on the surface. The extent of dissolution depends on the nature of the metal, specif-
ically on the cohesive energy and adsorption energy of oxygen, as was recently shown
in the study by Speck et al. [37]. Second dissolution route involves the unstable IrI I I

intermediate, which is formed on more active catalysts such as metallic iridium and re-
actively sputtered oxide. Involvement of this intermediate was experimentally proved
many times [14, 15] and is usually assumed to be the reason for poor stability of these
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materials. Based on the observed high dissolution, it was concluded that the dissolution
of IrI I I has faster kinetics compared to the further oxidation to IrO2. The third dissolution
pathway involves the hydrolysis of IrO3. The relevance of the proposed general mecha-
nism was evaluated by ab initio molecular dynamics simulations [38]. The authors have
confirmed the thermodynamic stability of IrV intermediate in relatively broad potential
window, which is further transformed into IrO3 at high anodic potentials and HIrO2 at
lower potentials. When further simulating the detachment of IrI I I intermediate from the
surface, the authors found that iridium can either deposit back to the surface of oxide or
dissolve as Ir(OH)3, with the kinetics of redeposition being faster compared to the disso-
lution. Amorphization of the surface was experimentally observed and is thus in line with
the calculations [39, 40]. When considering the third dissolution route via IrO3 formation,
it was shown that the reactivity of this intermediate towards OER was higher compared to
IrO2 (110) surface.

This mechanism could be applied also to the binuclear mechanism suggested by Steegstra
et al. [41]. In this scenario, two neighboring iridium atoms are oxidized to IrV and further
recombined with the release of oxygen molecule. If this mechanism is operative, the dis-
solved species should be instead IrV originating from the single iridium site, which at
sufficient potential can dissolve, but cannot recombine without additional metallic center
in the same oxidation state. Here the dissolution should be observed before the onset of
OER, which was not detected in the previous studies on the noble metals [2].

Presence of unstable intermediates promotes the dissolution of catalysts during OER.
Based on the presented possible reaction pathways, it can be concluded that both OER and
dissolution are two parallel reactions with a common intermediate. Understanding this,
it could be possible to suppress one without impacting the other. Still, the dissolution of
either IrI I I or IrVI intermediate is not fully understood and it is not yet known whether
the reaction is chemical or electrochemical. Nevertheless, the formation and lifetime of
intermediates depends on the potential. With the progression of OER, the concentration of
protons in the pores of oxide can significantly increase, which could lead to the enhanced
dissolution of the less stable intermediates. Finding the environment where dissolution
would be suppressed is therefore crucial in the forthcoming stability-related studies. This
could be done, for example, with the change in pH of the electrolyte. Aditionally, the
stabilization of IrO3 intermediate was experimentally already shown, specifically through
a proton intercalation mechanism [42].

4. Lattice oxygen evolution reaction and its implications on the stability of Ir-based
catalysts

The discussion above considered OER mechanism based on the cationic redox cycle.
Assuming that another, anionic mechanism is also possible, lattice oxygen should be in-
volved in the reaction. First attempt to prove this hypothesis was a study published by
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Fierro et al., which combined differential electrochemical mass spectrometry (DEMS) and
isotope labeling to detect oxygen, evolved from the oxide layer in Ti/IrO2 [23]. Through
the detection of species with m/z ratio 32 and 34, it was confirmed that oxygen is indeed
partially evolved from the lattice. However, the study did not correlate this phenomenon
with the possible destabilization of the structure via the formation of vacancies after the
release of oxygen atoms. Only recently, two studies extended this experimental approach
with additional simultaneous dissolution measurements [8, 10]. Geiger et al. examined the
stability of different Ir-based catalysts, namely highly active perovskites, amorphous IrOx,
metallic iridium and rutile IrO2. They found that the rate of dissolution depends on the
structure of the catalyst. Non-noble elements present in the perovskites dissolved imme-
diately after the immersion in the acidic electrolyte, leaving behind amorphous, highly hy-
drated structure or iridium oxide resulting from the collapse of the originally present irid-
ium octahedral framework. The ordered structure with predominately edge-sharing oxy-
gen atoms transformed into an amorphous structure with an increased number of corner-
sharing oxygen atoms, which resulted in the enhanced dissolution of iridium. Additional
isotope labeling experiments on rutile and hydrous iridium oxide thin films provided in-
formation on the involvement of the activated, corner-sharing oxygens in the mechanism
of OER. The authors concluded that the involvement of lattice oxygen in the OER depends
on the structure and that the overall stability of different oxides is determined firstly by
the ratio between the edge- and corner-sharing iridium octahedra, which was also in line
with the observations by Willinger et al. [43] and secondly, by the stability of intermediates
could be higher for the rutile compared to the amorphous oxides. The S-number, which
was introduced in this study as a stability metric, defined as the ratio between the number
of evolved oxygen molecules and dissolved iridium atoms, explicitly shows the correla-
tion between the activity and stability of different catalysts, and can be used to compare
the different stabilities of newly designed materials.

4.1. Lattice oxygen evolution reaction and stability of amorphous IrOx

A study by Kasian et al. further aimed to quantitatively assess the contribution of the
oxygen evolved from the lattice to the overall OER [8]. The authors combined SFC-ICP-MS
and OLEMS measurements with atomic scale structural characterization technique atom
probe tomography (APT), which was previously used to unveil the structure of electro-
chemical metallic iridium oxide, grown under galvanostatic conditions [44]. As model
systems in this study, hydrous Ir18Ox and reactively sputtered Ir18O2 films were used. Re-
sults of the electrochemical experiment complemented with in-situ dissolution measure-
ment and evolution of volatile products with m/z ratio 32, 34 and 36 are presented in
Figure 6. Oxygen with m/z 32 evolved through a classical adsorbate route and does not
involve lattice oxygen. Products with higher m/z on the contrary, contain one (34, O16O18)
or two (36, O18O18) oxygen atoms from the lattice. Detection of the latter two molecules
in measurements of hydrous oxide directly confirm the lattice oxygen participation, which
results in the destabilization of oxide structure and its higher dissolution, compared to
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Figure 6: Electrochemical investigation of isotopically labelled hydrous iridium oxide and reactively sputtered
iridium oxide with online dissolution of iridium and detection of oxygen molecule with m/z 32 (O16O16), 34
(O16O18) and 36 (O18O18) [8].

reactively sputtered iridium oxide. Here, the dissolution was order of magnitude lower
with the negligible concentration of oxygen, evolved through the participation of lattice
oxygen. This conclusion could however originate from the technical limitations, due to
concentrations of evolved species below the detection limit. APT analysis of both oxides,
used to correlate the difference in structure and its stability revealed, that hydrous oxide
nanopores are covered with the layer consisting of Ir-O and OH in approximate ratio 1:
1. This suggests that hydrous iridium oxide consists of IrI I I-OOH species, which can by
itself act as OER precursor. Indeed, it was found that the ratio between dissolution and
evolution of oxygen through a recombination of two lattice oxygens was constant, which
directly confirms their previously suggested correlation. Additionally, OH groups, present
in the hydrous layer, stabilize the IrI I I species in the oxide and can serve as precursor for
peroxide route, leading to evolution of O16O18. Based on the APT experiments it can be
suggested, that IrI I I-OOH species could actually be the degradation intermediate HIrO2
(Figure 5) and that its degradation may be accompanied by the release of oxygen molecule.
In reactively sputtered oxide, presence of such species was however not detected, which
is in line with its higher stability. Quantitatively, on hydrous iridium oxide approximately
0.05% of all oxygen molecules are produced via peroxide route, whereas only 0.01% of the
oxygen molecules originate from the recombination of two oxygen atoms from the lattice.

4.2. Lattice oxygen evolution reaction and stability of rutile IrO2

As aforementioned, the technical limitations of the techniques such as OLEMS can lead
to inaccurate conclusions when investigating more stable oxides. The studies shown in this
section have in general concluded that the rutile lattice is not participating in OER, which
could explain its higher stability. However, to overcome the possible detection-related
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limitations and test whether the exchange of oxygen anions is nevertheless possible in the
case of more rigid structures, a different approach was used in the study published by
Schweinar et al. [45]. Instead of detecting the evolved oxygen, the authors used the iso-
tope labeled reactively sputtered iridium oxide thin film, anodically polarized it at 1 mA
cm−2 for 10 minutes in a non-labeled electrolyte and afterwards estimated the proportion
of exchanged oxygen atoms via APT. The analysis revealed a significant increase of O16

species in the top 2.5 nm of the film, which was a direct confirmation of active involve-
ment of lattice in the reaction. The overall electrochemically active volume of catalyst was
nonetheless significantly lower than in hydrous iridium oxide, which explains higher sta-
bility of rutile.

5. Concluding remarks and perspective

In this minireview, recent advances in the understanding of the degradation, more
specifically dissolution of Ir-based catalysts for OER were presented. Ir-based materials
are considered the best OER catalysts, as they combine both adequate activity and good
stability. Crystalline analogue, i.e. rutile IrO2 is known to be very stable, however, its ac-
tivity is lower than the activity of amorphous Ir analogues and pure metallic Ir. On the
contrary, these more active catalysts display lower resistance towards dissolution, which
suggests that both parameters, activity and stability, are interrelated. In the first sections
of the review, different OER mechanisms were discussed. Most often, the catalytic cycle
is considering either redox changes of the cation, i.e. Ir or redox changes of the anion,
i.e. oxygen ligand. As was shown in the review, different experimental and theoretical
approaches are utilized for mechanistic studies. Understanding the reaction’s pathway is
of primordial importance as it can give an insight into the origin of different activities of
Ir-based catalysts and can additionally direct the design of novel catalytic materials with
improved performance. In the next sections of the review, mechanisms of OER were fur-
ther correlated to the dissolution pathways that are directly related to different stabilities
of Ir-based oxide analogues. First, a universal mechanism that links OER to dissolution via
a common intermediate was presented. The proposed pathway suggests that the dissolu-
tion of Ir strongly depends on the nature of the catalyst. Based on this mechanism, active
catalysts such as hydrous IrOx and metallic Ir dissolve via IrV-IrI I I cycle, with IrI I I inter-
mediate generally assumed to be the origin of the instability. On the contrary, in the case of
rutile, potentials are high enough for oxidation of Ir to IrO3 intermediate, which was only
recently experimentally confirmed for the first time. This intermediate was suggested to
be kinetically stabilized, which explains the superior stability of rutile. Besides this, disso-
lution can occur also as a result of the destabilization of the oxide lattice after OER. Based
on isotope labelling and on-line detection of evolved oxygen molecules or APT measure-
ments, it was shown that lattice indeed participates in the reaction regardless of the nature
of the oxide, however not to the same extent.
The processes that were discussed in the minireview are nicely summarized In Figure
7 [45]. Participation of either one (a) or two (b) lattice oxygen atoms in the OER result
in the destabilization of the lattice. This occurs more frequently on amorphous oxides, as
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Figure 7: Processes on the surface of iridium oxide catalysts under OER conditions [45].

their structure is more flexible, with considerably larger catalytically active volume with
intercalated water molecules and occupancy of activated oxygen atoms and IrI I I-OOH
species which can by themselves act as OER precursors. In reactively sputtered oxides the
kinetics of lattice oxygen exchange is slower, but nevertheless present. It was previously
suggested that the rate of oxygen exchange could potentially serve as a metric for the sta-
bility evaluation of different oxides [45]. The vacancies that are created after the removal of
oxygen can be refilled either through the adsorption of a water molecule or the migration
of bulk oxygen atoms. This inevitably results in surface reconstruction that can further
enhance dissolution, e.g. through the oxidation of defects (c). Oxygen from the lattice can
be also exchanged by oxygen from the water (d). This process is not expected to be par-
ticularly destructive, however, it still requires bond rapture and formation, which should
lead to the destabilization of the surface. Formation of the unstable IrI I I species under
OER conditions results in the dissolution of this intermediate. Afterwards, the dissolved
species can be redeposited back to the surface (e) and thus boost the amorphization of the
surface and increase the possibility for further dissolution. Despite the vigorous processes
on the surface during OER, dissolution measurements have, however, shown that OER
on iridium-based catalysts, regardless of the structure, occurs predominantly from the de-
composition of water (f), which makes them the catalyst of choice for the OER in acidic
media to date.

After almost a decade of fundamental dissolution-oriented studies performed on model
systems, such as metallic iridium disk or thin films, the processes driving the degradation
of OER catalysts are now generally well understood, however, a question remains whether
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Figure 8: Comparison between S-numbers, obtained in aqueous electrolyte via SCF-ICP-MS measurements
and via extraction from PEM stack (top) [10]; effect of pH and stabilization effect over time on the calculated
S-number in aqueous model system and MEA (bottom) [46].

the acquired knowledge, presented by now can be transferred to the non-model systems.
When comparing the S-numbers of anhydrous ruthenium oxide, measured in either aque-
ous electrolyte via SFC-ICP-MS or extracted from the PEM stack, the calculated lifetimes
differed for more than two orders of magnitude, which suggests that dissolution measure-
ments generally overestimate the dissolution of catalysts under OER (Figure 8) [10]. This
could originate from different acidity in PEM stack, compared to the half-cell investiga-
tions, where electrolyte with pH 1 is usually used. Additionally, diffusivity of dissolved
ions out of the membrane or their deposition in the membrane or cathode could result in
lower dissolution of the catalyst. First attempts to evaluate the effect of different parame-
ters on the dissolution rate were presented in the study, recently published by Knöppel et
al. [46]. The aim of the study was to test different parameters that differ between the model
aqueous system and membrane electrode assembly (MEA). The results revealed that the
main source of the higher dissolution in model systems is overestimated acidity and stabi-
lization overtime in real devices (Figure 8).
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These results directly confirm the effect of pH on the dissolution of iridium under OER
conditions. As was discussed above, the instability of IrI I I intermediate in the OER and
dissolution pathways on more active catalysts, leads to the enhanced dissolution of these
materials compared to rutile IrO2. The observed suppressed dissolution at higher pH cor-
roborates that stability of this intermediate is indeed pH-dependent. Future studies should
thus focus on the effect of acidity on the stability and activity of iridium-based catalysts.
While its effect on the activity was previously shown for various OER catalysts [47, 48, 49],
stability was overlooked in this regard. Furthermore, understanding the effective pH un-
der working conditions in PEM electrolyzer should be deepened.

Results, showing the discrepancies between model and real systems, dictate the direc-
tion of future studies on the topic, which should aim to close the gap between them. While
the half-cell measurements in aqueous systems can be used as ideal systems for estima-
tion of the stability of novel materials, techniques resembling MEA should be developed
for the evaluation of parameters such as loading effect and binder content, that affect the
performance of the catalyst. Setting up such as gas diffusion electrode (GDE) could be
used for such studies [50, 51]. GDE was already used for the evaluation of ORR catalysts,
however its application to the OER catalysis is still hindered by challenges, originating
predominantly from the mass transport of generated oxygen molecules, that still need to
be overcome in order to achieve realistic current densities.

It was shown that stability predominantly depends on the structure of the catalysts.
This is especially crucial when nanoparticles with more surface defects such as vacancies,
steps, kinks and grain boundaries are considered. Their effect on the dissolution should
be therefore more thoroughly studied in future studies. Dissolution study by Jovanovič et
al. [52] on different iridium-based nanoparticles showed some discrepancy with the disk
measurements obtained by Cherevko et al. [24, 35], which was related to the possible par-
ticle size effect. The long term stability of even crystalline IrO2 nanoparticles could be
potentially questioned, as Schweinar et al. [53] showed that the top 2.5 nm is actively in-
volved in OER, which could be detrimental for nanoparticles. To observe compositional,
structural and morphological changes of the nanoparticles under OER, advanced electron
microscopy techniques like in-situ transmission electron microscopy (TEM) [54] and iden-
tical location (IL)-TEM [55] should be furhter developed. While in liquid in-situ TEM the
unambiguous interpretation of the obtained data is limited predominantly by the interac-
tion of the electron beam with the electrolyte, IL-TEM is now a generally well established
technique for the atomic-scale observation of nanoparticulate electrocatalysts [56]. Only
recently a novel methodology, namely modified floating electrode (MFE) was developed
and applied to the ORR, which enables facile handling of the delicate TEM grids and oper-
ation under realistic current densities [57]. The challenge which still needs to be overcome
in order to efficiently use MFE for OER is similarly as for GDE, efficient removal of gener-
ated oxygen bubbles.
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Abstract

The free-electron lasers (FELs) are becoming cutting edge research tools with the ability to
provide ultra-short and very intense pulses in the spectral range from extreme ultraviolet
to soft X-ray. Such pulses are of great interest for their promising applications in ultra-
fast time resolution studies of various disciplines, ranging from physics and chemistry to
biology and material sciences. Here we present the concept of implementing an optical
compressor on FEL, for generating few-femtosecond pulses in extreme-ultraviolet (EUV)
spectral region. A proposed solution enabled the researchers to achieve a relevant reduc-
tion of the FEL pulse duration, compared to that obtained in standard operation mode
thus giving way to the generation of fully coherent, ultra-short, close to transform-limited
pulses with gigawatt power.

Keywords: free-electron laser, femtosecond, compressor, chirped pulse amplification

1. Introduction

Over the past decades, the development of FELs enabled users to expand the field of re-
search into areas previously out of reach with synchrotron and tabletop laser sources. An
FEL is a source of coherent radiation that uses the interaction between an electromag-
netic wave and a bunch of relativistic electrons to amplify this wave as the electrons pass
through a periodic magnetic array of an undulator. In the simplest arrangement, the so-
called self-amplified spontaneous emission (SASE) generates a high-intensity beam, with
very good lateral coherence while limited longitudinal and temporal coherence [1]. To
overcome such limitations, an external (coherent) source as a trigger can be used. Such
scheme, used in FERMI FEL facility in Trieste, is based on the generation of FEL light
at the harmonics of an external seed laser (high-gain harmonic generation, HGHG) [2].
The use of HGHG allows us to generate pulses with high longitudinal and transverse
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coherence, low power fluctuations together with unprecedented spectral stability at wave-
lengths reaching deep into EUV.

While these light characteristics alone offer new insights into a wide range of scien-
tific research, some of the most intriguing open problems in materials science arise from
phenomena taking place at faster time scales, in the few-femtosecond range. This includes
physical processes, such as the collapse and recovery of metallic or magnetic states, elec-
tron hopping, screening phenomena, or charge transfer mechanisms. Coherent, ultra-short
pulse duration also allows the imaging of single molecules and, working like a high-speed
camera, enables the creation of molecular movies, potentially revealing the details of phys-
ical, chemical, and biological dynamics on an ultra-short timescale.

Several different methods have been proposed and implemented to generate ultra-
short pulses in short-wavelength FELs. It is worth noting that pulses in the soft and hard
X-ray spectral region have Fourier transform-limited pulse duration shorter compared to
pulses in the EUV spectrum. At SASE-based FEL [1], with electron beam formation system
based on longitudinal compression, local charge concentration in electron bunch is created
after each compressor. It is the leading edge of the bunch, with its high peak current, that is
capable of driving the high-intensity lasing process. The longitudinal space charge induces
a strong chirp in the bunch and along the high-current spike, which is the lasing portion
of the electron bunch. The effect of the energy chirp in the regime of exponential growth
leads to shortening of the lasing part of the electron bunch and hence the FEL pulse length
with the consequence of the suppression of the FEL gain.

To overcome FEL gain suppression, a self-seeded scheme was proposed [3]. Because
of the difficulty of carrying out external seeding at very short wavelengths, the idea of
self-seeding the FEL by using X-rays from the first half of the undulator to seed the second
half was proposed. The self-seeded mode is established by inserting the diamond crystal
in the SASE X-ray beam path to generate the monochromatic, ultra-short seed pulse after
the first half of the undulator. Using this pulse to seed the second half of the undulator
resulted in pulse bandwidth and temporal duration reduction compared to conventional
SASE operation. While this scheme provides higher FEL peak power, pulse power stability
and longitudinal coherence remain to be improved.

Another proposed scheme to preserve FEL gain while using the phase-space manip-
ulation method is by combining electron beam energy chirp with a judiciously chosen
undulator field taper with a smooth variation of peak magnetic field along the beam prop-
agation axis [4]. The energy chirp is detuning the beam’s local resonant frequency which
forces the bunch, as is propagating through the undulator, to fall out of the local gain
bandwidth. This effect can be compensated, by choosing the undulator taper to allow the
continuous gain of a high-current spike initiated in the bunch. Generated radiation main-
tained high pulse energy and efficiency due to the involvement of the entire beam in the
FEL gain while accompanied by a narrowing of the spectral width.

The drawbacks of the above-mentioned methods can be overcome by implementing
chirped pulse amplification (CPA) [5] set-up on FEL with an external seed laser. By using
coherent external seed, we can generate light at the nth harmonic [6] of the laser wave-
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length while preserving a high degree of transverse and longitudinal coherence. Despite
the necessity of an additional optical stage, namely CPA, this solution allows the use of the
whole electron beam charge obtaining high pulse power with ultra-short duration.

Here we present the use of CPA as broadband and tunable EUV compressor for chirped
pulses generated by FEL, together with experimental results obtained on FERMI FEL-1.
We will discuss the refurbishment of CPA for the planned experiment on the FERMI FEL-2
and what are the expected results.

2. CPA applied to FEL pulses

The CPA system is a well-known technique in laser physics and can be used to generate
extremely high power ultra-short pulses by utilising solid-state lasers [8]. With the ca-
pability to produce laser pulses of well over 100 TW of peak power, this system enabled
many important areas of scientific research. However, strong absorption of the materials
used in conventional laser amplifiers presents one of the technical challenges, limiting the
extension in the wavelength below 200 nm.

Since FELs have shown the capability of producing high-power radiation down to the
X-ray spectrum, it has been suggested to combine the CPA technique with FEL to generate
intense pulses with ultra-short temporal duration at shorter wavelengths. An experiment
has been carried out at BNL using a direct seeding scheme producing 800 nm pulses [9]. It
was shown that the radiation pulse had larger bandwidth compared to seed while it was
compressed to a duration shorter than the seed pulse.

As the CPA-HGHG generated radiation pulses inherit the properties of the seed, a
grazing-incidence double-grating compressor, responsible for reducing pulse time dura-
tion, is introducing nonzero group delay dispersion to it. The minimal pulse duration,
(∆t)min

FEL, after compression can be expressed as:

(∆t)min
FEL =

(∆t)TL
seed

n1−α
(1)

Where (∆t)TL
seed is the seed pulse duration at the transform limit in the absence of chirp, n

is the harmonic number and α (positive and smaller than 1/2) is a factor depending on the
FEL operating regime. From this equation, one may easily find that the transform-limited
pulse duration is mainly determined by the duration of the seed laser. For nth harmonic
radiation, the transform-limited pulse duration would be n times shorter than that of the
seed.

3. Experimental results

3.1. The setup
The CPA system implemented in FERMI FEL facility in Trieste [10] is exploiting classical-

diffraction mount (CDM) geometry. It consists of four optical elements: two gratings (G1
and G2 in Fig. 1) and two plane folding mirrors (M1 and M2 in Fig. 1), which steer the
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beam back to its original propagation axis. With the variation of the FEL incident angles
(δ1 and δ2 in Fig. 1) on the gratings, the optical delay between different FEL spectral com-
ponents can be precisely controlled. The two angles can be varied independently which
allows the wave-front tilt compensation, due to the divergence of the FEL beam.

Figure 1: The schematics of CPA mode on FERMI FEL facility. For operating the FEL in the CPA regime, the
Gaussian seed laser is modulated to carry linear frequency chirp. After the seed-electron interaction in the
modulator, the bunch experiences energy modulation which, when passing the magnetic field of a dispersive
section, is transformed into density modulation or micro bunching. In this process, the significant harmonic
content and its higher harmonics of the seed frequency are transferred to micro bunches. By tuning the radi-
ator to the nth harmonic of the seed, the passing electrons emit coherently at the frequency ωFEL = nωseed.
When properly tuned, the FEL harmonic pulse generated at the end of the radiator is carrying the frequency
chirp transmitted from the seed pulse. This chirp is compensated by an optical compressor. The compressor
consists of four optical elements: two gratings (G1 and G2) in classical diffraction geometry and two plane
mirrors (M1 and M2), which steer the beam back to its original propagation axis. The compressed beam is
then directed towards the experimental chamber where the FEL pulse duration is measured [10].

The FEL pulse duration was measured using a cross-correlation scheme [7], which re-
lies on the ionisation of a He gas sample by the FEL in the field of an intense infrared
laser with variable time delay and known duration (90 fs, FWHM). The measured photo-
electron energy spectrum consists of a main line, associated to the direct photoemission
process, and of sideband lines, indicating the interaction with the infrared field. The side-
band lines are sensitive to the temporal overlap of the FEL and infrared pulses. The cross-
correlation curves associated to different sidebands are obtained by integrating the elec-
tron signal over all emission angles and plotting the area under the corresponding peaks
as a function of the FEL-infrared delay. From resulting area, one can deconvolve the FEL
pulse profile.

3.2. The measurements
Initially, the FEL spectrum and pulse duration were characterised under standard work-

ing conditions, meaning, no seed stretching and FEL compression. Provided seed laser had
a wavelength of λseed=261 nm, full width at half-maximum (FWHM) bandwidth was 0.7
nm and its initial, before stretching, FWHM duration was 170 fs. Resulting FEL radiation
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FWHM spectral width and pulse duration were, respectively, 3.8x10−2 nm and 91 fs (in
very good agreement with theoretical prediction, '89 fs).

To operate FEL in the CPA regime, the positive linear chirp has been introduced to seed
pulse while stretching it up to 290 fs. The FEL pulse has been characterised before and after
the compression. In both cases the average FWHM spectral width was 4.46x10−2 nm. For
the case of no-compression, the obtained FWHM pulse duration was ∼ 143 fs (again, in
good agreement with the theoretical prediction of ∼ 152 fs, Fig. 2(b)). The increase of
the FEL pulse bandwidth with respect to that of the seed, which is the essence of CPA
in seeded FELs, enabled obtaining, after compression, a significant shortening of the FEL
pulse with respect to the no-CPA case. The FWHM pulse duration after the compression
was '50 fs (Fig. 2(c)). This value is quite close to the predicted one by equation (1), that is
∼ 40 fs.

Figure 2: FEL spectro-temporal characterisation. (a) Normalised single-shot spectra of the free-electron laser
(FEL) pulse generated after stretching the seed pulse. (b) Three cross-correlation curves associated to the sec-
ond side-band for three independent FEL-infrared delay scans. The dotted curves represent the deconvolved
FEL pulse. (c) Same as b for the FEL operated in CPA mode and the grating angles optimised for maximum
compression [10].
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These positive results are supporting the predicted application of the CPA to a EUV
seeded FEL. The proposed technique enabled the researchers to achieve a relevant reduc-
tion of the FEL pulse duration, compared to that obtained in standard operation mode. By
adopting the CDM geometry with low transmission (∼ 5%) and relatively small harmonic
number (n = 7) of generated pulses, limited the obtained peak power to a fraction of a
gigawatt.

4. Future experiment

As a natural continuation of the presented experiment, it is proposed to operate FERMI in
CPA mode using FEL-2. FEL-2 is a second undulator branch at FERMI, adopting a double
cascade HGHG scheme, capable of producing radiation in 4 nm to 20 nm spectral range.
This will allow us to generate coherent FEL radiation at high harmonics of the seed (n =
20, 13.05 nm), together with a positive energy chirp. In order to optimise the transmission
of the CPA set up for a shorter wavelength, new gratings are chosen, based on simulations
using ray-tracing code. Two different sets of seed parameters are proposed, where one
set would be similar to the parameters used in the above-described experiment, while the
other set would be state of the art performance of seed laser system applied at FERMI.

Seed parameters, set 1 Seed parameters, set 2
(∆t1)seed = 140 fs
(1.2 x transform limit, FWHM)

(∆t2)seed = 50 fs
(1.2 x transform limit, FWHM)

(∆λ1)seed = 0.7 nm (∆λ2)seed = 2 nm

Table 1: Two sets of seed parameters, to be used in the proposed experiment. First set of parameters with initial
FWHM seed-pulse duration of 140 fs and 0.7 nm FWHM bandwidth, while second parameters, representing
the state of the art seed laser system performance, with 50 fs of FWHM seed-pulse duration and 2 nm FWHM
bandwidth.

From the theoretical calculation, we got the predicted FEL pulse duration and band-
width after the CPA compression, for two different sets of seed parameters. For the first
set of seed parameters, we are expecting the resulting FEL radiation to have FWHM band-
width of 1.3x10−2 nm and 15 fs - 20 fs FWHM pulse duration. In the case of the sec-
ond seed, with state of the art seed laser system performance, we are expecting to reach
3.7x10−2 FWHM bandwidth at 6 fs of FWHM pulse duration.

Since FEL-2 operates in a double cascade HGHG scheme, for every radiator we are
seeding a fresh portion of the electron bunch. For this reason, the electron bunch has to be
temporally quite long in respect to the one used in the previous experiment. This imposes
a challenge since controlling the quality of such beam in terms of current distribution and
residual energy chirp, is not trivial at all. Apart from this, there are still some unknowns on
how does the chirp imposed by the seed propagate, when the fresh portion of the electron
bunch is used. With double cascade HGHG we are lacking information on how does the
quality of the radiation, produced by the first stage of FEL-2, influence the pulse properties
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and its compression. And with pulse temporal duration in a few-femtosecond time scale,
beam diagnostics becomes certainly very demanding.

5. Conclusions

Presented experimental results and proposed improvements are showing the potential to
produce, with existing technology, coherent few-femtosecond gigawatt laser pulses. With
further studies, fully coherent sub-femtosecond FEL pulses at wavelengths close to the K-
absorption edge of oxygen (2.3 nm) are very feasible. This would open new possibilities
for using laser-like light with unprecedented temporal resolution for X-ray imaging in the
water window.
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Activation of Methane: Overview of the State-of-the-Art Activation, 
Electrification, Conversion and Coupling Reactions 

 
 
 
 
 

 

1 Introduction 

Natural gas is naturally occurring hydrocarbon gas 

mixture consisting primarily of methane, but also 

including various other alkenes and sometimes other 

gases such as carbon dioxide, nitrogen and hydrogen 

sulfide. Since methane is the main component, it has 

major impact on the environment and its conversion 

into higher valuable chemicals is of great importance 

[1]. Most of methane is burned for heating and 

generation of electricity, and some small fraction is 

used for fueling vehicles. In chemical industry the 

carbon and hydrogen sources are not fully utilized. 

This is due to fact that methane is the hydrocarbon 

with the highest hydrogen to carbon ratio, it has four 

strong and localized C-H bonds which makes it 

difficult for methane to easily participate in chemical 

reaction. Nowadays, in industry methane is converted 

into other chemicals by indirect routes, these 

processes are mainly steam reforming, dry reforming, 

and partial carbon oxidation of methane where we get 

as a reaction product syngas, gas composed of CO 

and H2, most often through method of elevated 

temperatures with pyrolysis at more than 970 K[2,3].  

 

Furthermore syngas is used to make a wide spectrum 

of hydrocarbons or alcohols with use of catalysts 

through different power sourced mechanisms [4,5]. 

Methanol, ethanol and other higher hydrocarbons are 

more reactive than methane and thermodynamically 

feasible, the slow kinetics in some cases may be key 

factor into inhibiting cost efficiency of methanol 

conversion, so new methods using direct conversion 

or activation of methane are proposing new, more 

economically feasible processes. The ultimate goal of 

recent studies is development of new reaction 

mechanisms or just using different power sources and 

reactors to exploit methane resources more efficiently 

and if possible more clean methodologies. On the 

other hand, there is a growing interest in non-

oxidative methane conversions and coupling 

reactions, as one bypasses the formation of CO2 [6]. 

In the absence of oxygen, methane can be converted 

to higher hydrocarbons with the release of H2. All the 

carbon and hydrogen atoms in the methane molecule 

are utilized in the form of more valuable added 

chemicals, so that the carbon and hydrogen atoms are 

fully utilized. The main methods for non-oxidative 

methane activation are electrocatalysis, electric field 

1.1  
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induced conversion, magnetic field and plasma 

powered activation, halogenation and thermal dry 

reforming. This paper will cover more insights into 

newest reaction mechanisms, catalysts and other 

processes for activation of methane.  

2 Methane activation through 
electrolysis mechanisms 

Electrocatalysis could present better methane 

activation mechanisms or reduce the energy required 

for methane conversion. Even just finding the 

reaction pathways reducing the needed activation 

energy for H-C bond breaking or hydrogen 

substitution would benefit the overall natural 

gas/methane conversion or cost efficiency and 

through that reduce the greenhouse gas effect. 

Different up to date researches will be presented in 

the following chapter. 

 

2.1 Electrocatalysis of methane 

PdZn/C electrocatalysts are one of the plausible 

catalysts  for methane electrification and are prepared 

by sodium borohydride utilized as reducing agent for 

activation of methane in an acidic medium at room 

temperature and in a proton exchange membrane fuel 

cell (PEMFC) at 80°C. The experiments at 80°C in 

PEMFC showed that the addition of 10% Zn into 

Pd/C electrocatalyst promote methane activation. 

Pd(90)Zn(10)/C showed superior performance for 

methane oxidation, while Zn/C and Pd(70)Zn(30)/C 

indicated a decrease in kinetics reaction [7].  

However, methane conversion and utilization under 

ambient conditions remains a challenge. Here in this 

study authors designs a Co3O4/ZrO2 nanocomposite 

for electrochemical oxidation of methane gas using a 

carbonate electrolyte at room temperature. Co3O4 

activated the highly efficient oxidation of methane 

under mild electric energy with the help of carbonate 

oxidant, which is delivered by ZrO2. Based on 

presented experimental results, is the key 

intermediate acetaldehyde. During reaction few 

products are reported: methanol, formaldehyde, 

ethanol, acetaldehyde, 1-propanol, 2-propanol, and 

acetone. After operating at potential of 2.0 V, that 

being most suitable for methane oxidation, and after 

12h of operation, there was almost 40 % conversion 

of methane achieved. In summary, researchers 

designed a ZrO2/Co3O4 nanocomposite that aids in 

the regional selective oxidation of CH4 to 1-propanol 

and 2-propanol via an electrochemical method. After 

tracking the products for different reaction times, 

acetaldehyde was found to be the key intermediate. 

To convert acetaldehyde to 1-propanol with the 

participation of CH4, a free radical addition reaction 

was conducted by an electrochemical reaction, with 

Co3O4 as the catalyst and carbonate as the electrolyte. 

Finally, as a result of competition between reactions, 

both 1-propanol and 2-propanol were the main 

product alcohol presented in Fig. 1. This 

electrochemical partial oxidation of CH4 may aid in 

the synthesis of other oxygenates and long-chain 

hydrocarbons [8]. 

 

Fig. 1: The electrolytic reaction oxidation reaction of methane. 

Acquired from [8]. 

The direct conversion of methane to methanol would 

enable better utilization of abundant natural gas 

resources. In the presence of stoichiometric PtIV 

oxidants, PtII ions are capable of catalyzing this 

reaction in aqueous solutions at modest temperatures. 

Practical implementation of this chemistry requires a 

viable strategy for replacing or regenerating the 

expensive PtIV oxidant. Herein, R. Soyoung et. al. 



established an electrochemical strategy for 

continuous regeneration of the PtIV oxidant to furnish 

overall electrochemical methane oxidation. Authors 

showed that Cl-adsorbed Pt electrodes catalyze facile 

oxidation of PtII to PtIV at low overpotential. Cl-

adsorbed Pt surfaces were shown to be competent for 

the inner-sphere two-electron oxidation of PtII to PtIV 

while inert toward parasitic oxidation of the methanol 

product [9]. 

A new method is starting to emerge, possibly based 

on the idea of solid-state batteres, same for the 

methane activation when using solid state 

electrolytes. The application of solid electrolyte 

reactors for methane oxidation to co-generation of 

power and chemicals could be interesting, mainly 

with the use of materials that could come from 

renewable sources and abundant metals, such as the 

[6,6′- (2, 2′-bipyridine-6, 6′-diyl)bis (1,3,5- triazine-

2, 4-diamine)](nitrate-O)copper (II) complex. The 

authors searched for the best catalyst composition 

and methanol producing rates. What they presented 

is, that the optimal ratio between this complex and 

carbon was for 2.5 % of carbon, which produces rates 

of methanol greater than 1 mol L−1 h−1 and decreases 

from 0.2 to 0 V [10]. 

2.2 Ionic Liquids as electrolytes 

Ionic Liquids (ILs) or as often referred to molten or 

liquid salts are defined as compounds completely 

composed of ions and for the last two decades have 

been the object of intense interest in chemical 

research. Their main property is melting point and is 

usually in temperature ranges below 100 °C. The first 

IL was reported by Paul Walden in 1914, who at the 

time had no idea how major scientific area will ILs be 

nowadays. More than 5000 articles have been 

published in last two decades indicating the 

exponentially growing interest in ILs, especially 

multidisciplinary studies including chemistry, 

materials science, chemical engineering and 

environmental science [11]. 

J. Cheng et. al  demonstrate a versatile method to 

prepare highly active ternary systems that involve 

ionic liquids (ILs), inorganic Pt compounds and 

sulfuric acid (98% and below) for direct methane 

conversion to methanol. Main problem arises as 

many inorganic platinum compounds, such as PtCl2 

or PtO2, are rarely used in homogeneous catalysis 

because they are insoluble in typical organic or 

aqueous solutions, and even in concentrated acids. 

Authors found that these Pt compounds could be 

readily dissolved in a variety of ILs upon heating, and 

were subsequently soluble in concentrated sulfuric 

acid, forming a homogeneous solution. Suitable ILs 

found so far include imidazolium, pyridinium, 

pyrazolium and triazolium-based examples, with 

chloride (Cl2) or bisulfate (HSO4) as the anion. In the 

case of PtCl2 + [1-mim][Cl] in 96% H2SO4 a 

methanol concentration of 0.17 M was achieved, 

which was about 5 times higher than using well know 

catalytic reaction using (bpym)PtCl2 [12].  

More recent work was done by Z. Whang et. al. 

where they showed that at the ionic liquid (IL)/Pt 

electrode interface, the C−H bond in methane can be 

activated and abstracted in situ to form methyl radical 

by electrochemically generated bis((trifluoromethyl)-

sulfonyl)- amide ([NTf2]) radicals from the ionic 

liquid, 1-butyl-1-methylpyrrolidinium bis((trifluoro-

methyl)sulfonyl)amide ([Bmpy][NTf2]). Results in 

this work demonstrate electrochemical anaerobic 

oxidation of methane to the methyl radical in NTf2-

based ionic liquids at the platinum−[Bmpy][NTf2] 

interface. A mechanism is proposed involving 

multiple steps: (1) electrochemical oxidation of the 

NTf2
− anion to generate the NTf2 radical; (2) 

formation of the Pt-NTf2• radical adsorbate at the Pt 

electrode surface; (3) abstraction of the hydrogen 

atom from methane by the Pt-NTf2• radical adsorbate 

to form the methyl radical; and (4) the methyl radical 

further attacks the NTf2 − anion to form CF3• which 

generates additional fragmentation products. ILs not 

only can be solvents, electrolytes, or reaction media 

but also can be explored as a precursor for the 

formation of metal catalysts by electrochemistry. For 

example, the CF3• radical generated is important for 

organofluorination [13]. 

Ionic liquids unlocked many new reaction pathways 

and mechanisms for methane conversion. But ILs can 

not only work as an effective electrolyte or precursor 

for catalyst formation, but also as an effective 



methane soluble media for methane trapping or 

transporting (Fig. 2). Recently there was work 

published of spectroscopic evidence of methane 

dissolution in ionic liquids. From the structural 

perspective, ILs containing long alkyl chains and 

C−F bonds showed higher CH4 solubility. The 

common properties of these ILs are lower surface 

tension and molar density, indicating that weaker 

interactions between cations and anions in the IL 

network favored CH4 dissolution. The absorption and 

desorption energies of CH4 in the space of IL’s 

network during the dissolution process depend on the 

strength of the cation−anion network interaction. 

Reducing the surface tension by adding 0.1 and 0.16 

mol of  FC-134 with respect to [Bmim][NTf2] 

resulted in 39.3% improvement in CH4 solubility, 

respectively [14]. 

 

Fig. 2: Ionic liquids for methane dissolution. Acquired from [14]. 

Ionic liquids present interesting future in 

electrocatalysis and other electrochemical 

applications as one can extrapolate from the above 

presented examples. Their ability for possible 

engineering of properties makes them perfect for 

specific systems and processes where unique 

properties are desirable. Also, their ‘greener’ nature 

and easy recovery or regeneration gives them big 

advantage against conventional solvent-like systems. 

We can only look forward in seeing further 

development using ILs for methane conversions.  

3 Methane activation using electric 
field source 

The form of methane activation is formation of 

methyl radicals from CH4, which has a high 

activation energy due to the high H–C bond 

dissociation energy (435 kJ mol-1). The oxidative 

coupling of methane at a low temperature under 

application of an electric field may be induced by the 

O2 activation via electrons running through the 

surface of TiO2 located at the interface of TiO2 and 

zeolite particles. The TiO2/ZSM-5 composite and the 

related samples were exposed to the CH4/O2 gas flow 

in an electric field to evaluate the catalytic properties 

for the oxidative coupling of methane (OCM) 

reaction. During the reaction, a certain amount of 

H2O was detected as reported by Q. Han et. al. This 

strongly supports that the OCM reaction successfully 

occurred in this catalytic system. In addition, they 

also observed the production of H2. It may be caused 

by the partial oxidation of CH4 to give H2 and CO, 

however, the selectivity to H2 from CH4 was still low, 

which was less than 30%. The OCM reaction is thus 

pointed out as the main reaction in this catalytic 

system. In conclusion at constant current of 4.0–8.0 

mA applied to the catalyst bed of TiO2(mc)/ZSM-

5_800 at a low reaction temperature of 150 °C, which 

resulted in high methane conversion (18.4%) with 

selectivity 8.5% toward C2H6 and 15.7% towards 

C2H4, whereas the selectivity toward CO and CO2 

was relatively low at 64.2% and 3.4%, respectively 

[15]. 

Further along, there were experiments done, where 

authors proposed simultaneous activation of two 

strong H–C bonds with the cationic copper carbide, 

[Cu−C]+. In this work, authors report an 

unprecedented, mechanistically unique Cu+-mediated 

insertion of a carbon atom into two C−H bonds of 

methane to form ethylene in a single, barrier-less 

step. 

  

 

Fig. 3: Branch reaction mechanism for [Cu−C]+ reaction with 

methane. Acquired from [16]. 



In contrast, only a stepwise mechanism was found for 

the related [Au−C]+/CH4 couple. The root cause of 

this switch from a concerted to a stepwise mechanism 

can be attributed to the rather different bond 

dissociation energies of [M−C]+ (M = Cu and Au). In 

addition, arguments are provided showing that the 

copper ion in the ethylene forming reaction of 

[Cu−C]+ with methane can be replaced by a positive 

point charge, hence the term “charge-induced 

catalysis” is suggested [16]. 

The role of the electric field and surface protonics on 

low temperature catalytic dry reforming of methane 

is investigated by T. Yabe et. al. over 1 wt. % Ni/10 

mol %La-ZrO2 catalyst, which shows very high 

catalytic activity even at temperatures as low as 473 

K. Reaction of carbon dioxide and methane offers 

great decrease of greenhouse gases as we combine 

two troubling gases and produce more useful product 

as named before, that being syngas. To implement 

dry reforming of methane (DRM) reaction as 

promising process at mild reaction conditions, i.e., 

lower reaction conditions, electrically promoted 

DRM, a strongly endothermic reaction, using 

renewable power is useful as a power-to-gas 

technology. Based on calculations from CH4 and CO2 

consumption rate from dry reforming, authors present 

that activation energy was much lower when the 

electric field was applied, that being 8.2 kJ mol−1 for 

CH4 and 12.1 kJ mol−1 for CO2, compared to the value 

without the electric field applied the values were 66.1 

kJ mol−1 for CH4 and 62.3 kJ mol−1 for CO2. Results 

show that the apparent activation energy decreased 

with the electric field, indicating that the reaction 

mechanisms with the electric field differ 

considerably. Results of the TOF study demonstrate 

that DRM activities in the electric field exhibit strong 

dependence on the Ni perimeter, rather than on the Ni 

specific surface area, which indicates that activation 

for CH4 and CO2 dissociation in the electric field 

proceeds mainly at the Ni−La-ZrO2 interface [17]. 

Step further in electric field assisted catalysis is 

powering or heating the catalyst using 

electromagnetic, microwave (MW) heating power 

source. Reactor system consisting of a SiC structured 

reactor coated with Mo-ZSM5 catalyst, heated in a 

cylindrical microwave cavity was presented by the 

authors. They have demonstrated that the temperature 

control of the catalytic monolith under MW-heating 

is possible despite the change of its dielectric 

properties due to eventual coking. . The catalytic 

activity of the Mo-ZSM5@SiC structured was 

evaluated under MW and conventional heating at the 

same temperature, 700 °C, resulting in similar 

conversion but totally different product distribution. 

The coke formation under conventional heating is 

twice as big as the amount observed under MW 

heating. Results of methane conversion and 

selectivity are presented in Fig. 4 [18].  

 

Fig. 4:Methane conversion and selectivity towards hydrocarbon 

products. Acquired from [18]. 

As we can see there are many different 

methodologies being developed for electric field 

assisted/powered methane conversion. Some of them 

resulted in new reaction pathways, reducing the 

activation energies resulting in similar or better 

conversion to classical well-known methods, but 

resulting in smaller energy consumption to do so. The 

key ingredient for even better conversion and 

efficiency would be combining right reactor set-up 

with the use of the right catalyst.  

4 Methane activation using 
induction heating power source 

Dry reforming of methane represents the lowest cost 

route to the production of syngas from biogas with 

reaction CH4 + CO2 ↔ 2CO + 2H2 with enthalpy of 

ΔH◦ = 247 kJ mol−1 whereas steam reforming applied 

catalytic process used to date is the most industrially 

used process today. The main obstacle to the 



industrial implementation of DRM is the absence of 

commercial catalysts with a proven high activity and 

stability and reduced coke formation. The most active 

metals for the DRM are those from transition metals 

Ni being the most commonly used because of its 

availability and price. Recent studies have focused on 

the development of complex mixed metallic oxides 

with a perovskite structure as they are suitable for 

methane conversion with dry reforming. M. Pérez-

Camacho et. al. presented metal reactor with 

induction heating (IH) mechanism for heating the 

catalyst at a rate up to 100 °C/min. High conversions 

are reached as presented in table below:  

Tab. 1: Methane and carbon dioxide conversions and H2/CO ratio for 

the catalytic experiment of dry reforming of methane using IH. 

Acquired from [19]. 

 

Not only that the IH dry reforming is more effective 

and reaching high conversions, but also the authors 

presented data that indicates slower rates of carbon 

producing when using induction heated catalyst is 

around 4 times smaller than in comparison to carbon 

formation when using classical thermal heating of 

catalyst [19].  

Work  done by F. Varsano et. al. presents 

experimental results on the catalytic activation of dry 

reforming powered by induction heating. Energy is 

supplied by a radiofrequency alternating magnetic 

field to Ni60Co40 alloy that works at the same time as 

catalyst for the reforming reaction and heat generator 

by dissipation of the electromagnetic energy. This 

way the heat of reaction is directly provided by the 

catalytic bed, avoiding dissipation due to inefficient 

transfer from outside of the reactor. Temperatures 

higher than 850 °C are easily reached using Ni60Co40 

pellets as heat mediators in a continuous-flow fixed-

bed reactor. At this temperature methane conversion 

and hydrogen production occurred with yield 

comparable to those obtained by conventional 

heating. As expecting, with increasing power to 

induction heater, the conversion and temperature are 

also increasing. The conversions of methane higher 

than 70 % were reached at yields of CO and H2 

reaching also almost up to 70 % at temperatures of 

850 °C. The effect of size and shape of packed 

powdered catalyst was also presented, where the 

authors concluded that disc shaped packed bed (300 

mg) reached almost 90 % conversion of methane with 

yield of CO reaching up to 90 %. The results obtained 

for this catalyst are very promising for the application 

of magnetic induction in dry reforming, particularly 

considering that the alloy is not dispersed nor 

supported on an inert substrate and that annealing 

phenomena could in principle deactivate it [16,17]. 

Magnetic field acceleration of CO2 reforming of 

methane over a novel hierarchical Co/MgO catalyst 

in fluidized bed reactor is reported by J. Li et. al. The 

hierarchical Co/MgO catalyst shows good 

fluidization quality and is suitable for efficient CO2-

CH4 reforming in fluidized-bed reactor. Compared to 

the conventional fluidized bed reactor (CFB), the 

hierarchical Co/MgO catalyst shows better 

conversions of CO2 and CH4, higher turnover rate, 

and higher resistance to coke deposition in the 

magnetic assisted fluidized bed (MFB) reactor. In the 

temperature range of 700–900 °C, the calculated 

apparent activation energy (Ea) values were 78.1 kJ 

mol-1 and 80.4 kJ mol-1 for MFB reactor and CFB 

reactor respectively. The Ea value obtained from 

MFB reactor was slightly lower than the one from 

CFB reactor. These results indicated that the apparent 

activation energy of the CH4-CO2 reforming reaction 

is reduced by the magnetic field. The hierarchical 

Co/MgO catalyst in the MFB reactor exhibited higher 

turnover rates than the CFB reactor at the same 

condition. Compared to the CFB reactor, the 

conversions of CO2 and CH4 were improved by 22% 

and 30% respectively in the MFB reactor at 800 °C 

with high gas hourly space velocity (GHSV) of 

15×104 h−1. The hierarchical Co/ MgO catalyst in the 

MFB reactor showed not only higher resistance to 

coke deposition than that in the CFB reactor, but also 

restrained the transformation of Co nanoparticles 

from surface of MgO to carbon tubes [22]. 



5 Conclusions and Outlook for the 
future  

A lot of work has been done in the fields of methane 

activation and conversion, we can see few interesting 

and promising methods, but in order for one method 

to take place in all the abundant methane conversion 

a lot is still to be done. Combining dry reforming or 

partial oxidation of methane to produce syngas with 

other thermo-electrical methods is a promising field, 

that could be the one in the future especially 

combining green electricity from renewable sources 

to produce more power from natural gas sources. 

New forms of providing power for methane 

conversion/activation reactions such as electric field 

induced conversion, magnetically induced reaction, 

microwave power source and electrolysis are 

promising methods, for better or cleaner conversion 

of natural gas, or more primarily methane and CO2 

conversion into syngas. A lot is still to be done and 

researched,  but above presented researches give 

good and promising results towards greener, better 

world. The key next step could be combining few of 

the mentioned above technologies or catalysts, to 

achieve the best possible process for natural gas 

conversion into more valuable added products. We 

can only look forward to what will happen in the 

future.   
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Processing experimental data on Coil-helix-coil transitions in a
polypeptide chain in solution using Zimm-Bragg model

Knarik Yeritsyan
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Abstract

For the description of conformational transitions in biopolymers and for processing experi-
mental data the simplest approach is Zimm-Bragg(ZB) model, first represented in the late
1950s. Different methods were used to take into account water effects or other factors and
complete the theory. At the same time simplifications in the partition function were done
for this model to be convenient for numerical calculations of experimental data processing.
We review the model and study a number of works done in this field and try to analyze
different extensions and variations of this model.
Keywords: Zimm-Bragg model, helix-coil transition, thermal unfolding

1. Introduction

Polymers are macromolecules made of covalently bonded elementary repetitive units
called monomers. A polypeptide molecule is made from a long unbranched sequence of
amino acids. Amino acids are organic compounds that contain amino (–NH2) and carboxyl
(–COOH) functional groups, along with a side chain (R group) specific to each amino acid.
The key elements of an amino acid are carbon (C), hydrogen (H), oxygen (O), and nitrogen
(N) [1]. Proteins execute the majority of the cell’s functions which may contain one or more
polypeptide chains. Proteins in cells have fixed 3D structure that determines their func-
tion. The protein folding and unfolding is of one of the most important topics of biophysics.
During the folding process the string of amino acids interacts with itself to form a stable
three-dimensional structure. One of the folding substructures of protein is α -helix. The
helical structure of polypeptides is mainly stabilized by H-bonding between the N–H and
C amide and carbonyl groups of the main chain. H-bond attractions can occur between
different molecules, which is called intermolecular H-bonding, or within different parts of a
single molecule, which is called intra-molecular H-bonding [2]. When the biopolymer is im-
mersed into the H-bonding network made by the solvent molecules, there apparently exists
the competition between the inter- and intramolecular H-bonds. At a certain temperature,
the intrapolypeptide H-bond will be substituted by the polypeptide-solvent one and vice
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versa. These changes are referred as helix-coil transition or cold denaturation. The helix coil
transition is not a real phase transition but is a cooperative transition between a molecule
being in a mostly helical state, and a mostly coiled state.

Polypeptides form a helical structure which is stable because of the stacking of the
amine bases and of the hydrogen bonding between them. The helical structure is effective
at ”hiding” the hydrophobic sugar groups from contact with water. DNA macromolecules
form helical structures in their active form and melt to a random coil phase in their dena-
tured form. The denaturation transition consists in a helix-to-coil transition. In order to
describe these phenomena a number of models are developed. Helix–coil transition models
are statistical mechanics techniques to describe conformations of linear polymers in solu-
tion. One of the most common transition models is the Zimm–Bragg (ZB) [3] model with
its extensions and variations.

To describe the thermal unfolding of proteins Seelig et al [7] used ZB α -helix-to-random
coil transition theory for synthetic polypeptides and the two-state model which predicts
only two types of protein molecules in solution: native and unfolded. Measurements were
done for apolipoprotein A-1 and lysozyme by differential scanning calorimetry (DSC) and
CD spectroscopy and based on experimental data differences between the two-state model
and the Zimm–Bragg theory are investigated. For all proteins the experimental data of
calorimetric unfolding transitions was perfectly fit on Zimm-Bragg model but the enthalpies
and transition curves from two-state model are not in agreement with experimental results.
This states that the unfolding of proteins can also be analyzed with ZB transition theory.

Murza and Kubelka [14] investigated the helix-coil transitions of 21-residue alanine
peptide with ZB model using different numbers (up to 4) of nearest neighbor approxima-
tion. For calculations is used matrix method that considers combinations of any num-
ber of helical sections of any length. The model parameters were determined by global
fitting the temperature-dependent circular dichroism and Fourier transform infrared ex-
perimental spectra. The four nearest neighbor variants of ZB model is used to describe
the helix-coil transition in alanine-based peptides and they are compered with each other.
The consequences of long-range interactions predictions are discussed for ZB model. All
nearest-neighbor variants of the model are capable of fitting the experimental data equally
well however probability distributions, free energy and ZB model parameters differ by the
change of range of interactions.

Qian and Schellman [11] studied different helix-coil transition theories for finite length
polypeptides and compared with each other. The physical parameters of helix-coil theory
are examined and represented from the newer point of view. The primary focus is on Lifson-
Roig [4] and Zimm-Bragg models, for both theories the physical assumptions are examined
and was found a relationship between them. There was developed some more details for
helix-coil model which will be useful for experiments.

Ren et al [18] did experiments were synthesized synthetic homopolypeptide samples with
different lengths and helix-coil transitions were observed for different lengths. The results
were compared with Schellman and ZB models. For short chains the ZB model gave a good
global fit while for long chains it didn’t fit the data. The inaccuracy may be due to the
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approximations used in ZB model in order to simplify calculations. But the inaccuracy
mostly comes from non-local intramolecular interactions which are not considered in the
model. In case of longer chains the entropic effect causes interrupted helix conformation
and these conformations also need to be considered in the partition function.

Doig [13] reviewed Zimm-Bragg and Lifson-Roig helix-coil transition theories. There
was discussed newly known structural features of helices and including of that features in
helix-coil models. There are number of ways to develop helix-coil models:

(1) including additional interactions, such as side chain interactions, or more structurally
complex C-capping motifs

(2) including conformations in addition to helix and coil
(3) including quaternary, tertiary structure of proteins
(4) improvement of the treatment of the random coil

These developments give arise to the complex and unwieldy form of the partition function
which makes it difficult for calculations.

Our goal is to study ZB model and its usage on different experimental profiles and
estimate its validity in different situations.

2. Classical definition of Zimm-Bragg model

2.1. The Model
The helix-coil transition of a polypeptide chain Zimm and Bragg [3] discussed by re-

ferring to a simple model which allows bonding only between each group and the third
preceding group. Two model parameters are taken into account: stability parameter s and
cooperativity parameter σ. Stability parameter s has both enthalpic and entropic contri-
butions. It has the meaning of a statistical weight, and is usually represented in terms of a
(Gibbs or Helmholtz) free energy change between the helix and coil states:

s = e−β(Ghelix−Gcoil). (1)

The cooperativity parameter σ has entropic contribution and describes how much is the
original probability of helix growth. There is also a third parameter k specifying the mini-
mum number of segments in a random section between two helical parts which is considered
to be unity in order to have a simple representation. Since this consideration is valid for
only one unbroken helical sequence in the chain, the formulation is useful for short chains
as it has a minor effect to the results. Using the fact that every repeat unit is in helical or
coil state, for estimation of partition function Zimm and Bragg made specific assumptions
about the statistical weights related to the particular state of the chain:

(1) For every repeat unit in coil state a statistical weight is 1
(2) For every helical segment following another helical segment is s
(3) For every helical segment following two or more coil segments is σs
(4) For every helical segment following less than two coil segments is 0
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A number of methods can be used to calculate the partition function in this model:

(*) Single sequence approximation suitable for short chains
(*) Kramers and Wannier Transfer Matrix method
(*) Generating function method (Ising method)

2.2. The Transfer Matrix Method
It appears, that any attempt to use all the terms in partition function will lead to

very complicated expressions for large chain length N . Fortunately, there are several well-
known approaches to simplify expressions. One of the important simplification is to consider
that H-bonding affects only on first nearest neighbour. Taking into account only nearest
neighbor interactions and following the transfer-matrix approach of Kramers and Wannier,
the matrix of statistical weights of ZB model was constructed as:

M̂ZB =
i
i+ 1 h c

h s 1
c sσ 1

=

(
s 1
sσ 1

)
(2)

The ZB model allows derivation of the thermodynamic properties of the system from the
solutions of the characteristic equation for the transfer matrix Eq. (2)

|M̂ZB − Îλ| = 0, (3)

where Î is the unit matrix
Î =

(
1 0
0 1

)
. (4)

Combining (2),(3) and (4) equations, we will get∣∣∣∣∣s− λ 1
sσ 1− λ

∣∣∣∣∣ = 0. (5)

Solving Eq. (5) determinant we will arrive at the explicit expression for the characteristic
equation in the form of second order polynomial in λ

λ2 − (s+ 1)λ+ s(1− σ) = 0. (6)

From Eq. (6), the eigenvalues are:

λ1,2 =
1
2

[
1 + s±

√
(1− s)2 + 4σs

]
. (7)

By assigning values (from the experimentally justified range) to the temperature-independent
parameter σ we can plot the dependence of eigenvalues over parameter s.
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Figure 1: Eigenvalues dependence over parameter s for different values of parameter σ . Gray dotted lines
show asymptotes s and 1.

Eigenvalues come closest together at a point where the asymptotes cross. This happens
because the transition takes place at the point where entropy and energy compensate each
other. The partition function is

Z(σ, s) = C1λ
N
1 (σ, s) +C2λ

N
2 (σ, s), (8)

where N is the number of repeat units in the entire chain, C1 = 1−λ2
λ1−λ2

, C2 = λ1−1
λ1−λ2

.
The degree of helicity in ZB model is defined through the partition function and eigenvalues,
and in terms of model parameters s and σ reads as:

θ(σ, s) = 1
N

∂ lnZ
∂ ln s , (9)

For very large N the partition function reads Z = λN1 and is clearly dominated by the
largest eigenvalue, λ1. The degree of helicity is then given approximately by

θ(σ, s) = 1
N

∂ lnλN1
∂ ln s =

∂ lnλ1
∂ ln s =

s

λ1

∂λ1
∂s

(10)
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Figure 2: The degree of helicity dependence over parameter s for different values of number of repeat units
N and fixed σ = 5× 10−4 . The curves for N = 10, 20, 100 are plotted from the exact expression Eq. 9, and
the N →∞ curve is from the approximate Eq.10.

As we see from the Figure 2 when the number of repeat units becomes more than 100,
the helicity degree curves overlap with those for N →∞ case. It means that for the study
of helix-coil transition in natural proteins, the care should be always taken with respect
to the length of polypeptides, and for the systems shorter than 100 repeat units, it may
be meaningful to apply the exact formula Eq. (9), which is anyway not that difficult to
implement.

After studying the dependence of the helicity degree over chain length N , it is also
interesting to study, how will the curves look like at infinite chain length, but different
values of σ. In principle, Figure 1 suggests, that when σ becomes smaller, the eigenvalues
come closer and closer to each other. For the helicity degree smaller σs result in sharper
transitions, as is clearly visible in Figure 3.
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Figure 3: The degree of helicity dependence over parameter s for different values of parameter σ and for
N →∞. Plotted from Eq. (10).

By changing the value of bonding parameter for short chains we will have different
configurations of the chain: random coils or single helices occasionally disordered at the
ends. For longer chains we will have helices occasionally broken by random sections.

Zimm and Bragg used published experimental data for polyhenzyl-glutamate to compare
with theory. Fair agreement is found between the model results and the experiment.

2.3. The Generating Function Method
Applequist [9] presented one of the first studies where helix-coil transition theory was

applied to experimental results. Zimm, Doty and Iso [5] demonstrated methods of obtaining
theoretical fitting parameters from experimental data. The goal was to derive an equation
in a way that will have simpler relationships between the basic parameters and observable
quantities. For this purpose the partition function described by Zimm and Bragg is chosen
and the relatively simpler terms of molecular states distribution of helix-coil transition is
used. The matrix method was used by Zimm and Bragg to derive a partition function for
a particular case while Applequist used the same mathematical method as Ising [6] used to
discuss ferromagnetism of one-dimensional system. To find the sum he wrote a power series
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in an arbitrary variable x as:

F (x) =
∞∑
N=0

ZNx
N , (11)

where F (x) is the grand partition function. ZN can be obtained by finding the general
coefficient of the power series expansion. Doing modifications we will get the following
characteristic equation:

λµ−1(λ− 1)(λ− s) = σs (12)
Eq. (12) is identical to Eq. (6) which was solved by Zimm and Bragg with the transfer matrix
method. By this approach a general formula is derived in which the partition function is
reduced for the simplest case. Then the application of this formula is discussed for long
chains. For the chains of any length an exact closed expression of the partition function is
obtained as a result.

Z = σs
µ∑
i=0

λN+µ+1
i

(λi − 1)[(1 + s)λµi − 2sλµ−1
i + (µ+ 1)σs]

, (13)

where parameter µ specifies the minimum possible number segments involved in a break
in the helix. Some experimental data of helix-coil transition is used to compare with the
theoretical results. This states that the matrix method used by Zimm and Bragg is not the
only solution and the Ising method can also be adapted to derive a partition function.

2.4. Single Sequence Approximation of the Partition Function
A representation of the partition function Z for a chain of N repeat units may be

obtained from the above assumptions 2.1 by direct enumeration of the number of ways of
arranging a given number of bonded and unbonded states in a chain always starting with
three unbonded. For short chains the conditions under which the helix will be formed is
when Nσ is small and s is appreciably greater than unity. Physically, this corresponds
to conditions under which only one helical section (unbroken sequence of bonded sections)
would be expected. It is easy to show that the expression d lnZ/d ln s is the average number
of hydrogen bonds formed in the chain at a given value of s, since the number of hydrogen
bonds in any state is equal to the power of s in the corresponding term in the partition
function. The degree of helicity θ is defined as the fraction of possible hydrogen bonds
formed,

θ =
1

(N − 4)
d lnZ
d ln s . (14)

Keeping only the first term of the summation the final expression for helicity degree will be
following:

θ =
(N − 4)(s− 1)− 2 + [(N − 4)(s− 1) + 2s]s1−N

(N − 4)(s− l)1 + (s− 1)2s−N/σ− [(N − 4)(s− 1) + s]s1−N . (15)

Eq. (15) is useful for calculation for small values of N (for short chains). Since they are
valid only when there is one unbroken helical sequence in the chain, they are independent
of the parameter µ.
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3. Hamiltonian formulation of ZB model

Hamiltonian formulation of ZB model is presented in [16]. Model is based on three
parameters: the energy parameter W = V + 1 = eU/T , where U is the energy of the H-
bond and T is the temperature; the parameterQ of entropic origin which is the ratio between
the number of all accessible states versus the number of states in the helical conformation;
and a geometric parameter ∆, that describes the geometry of H-bond formation. Assume
that the spin variable γi describes the state of the ith repeated unit and can take one of
Q values, where γi = 1 describes the repeat unit in ordered, helical state, while the other
Q− 1 identical values are for the coil state. Q ≥ 2 condition describes the degeneracy of
the coil state. The Hamiltonian of this model is

−βH({γi}) = J
N∑
i=1

δ
(∆)
i . (16)

where β = 1/kBT , N is the number of repeat units, and J = U/T is the temperature-

reduced energy of H-bonding between polymeric units, δ(∆)i =
∆−1∏
k=0

δ(γi+k, 1) stands for the

Kronecker symbol.
We will consider only a nearest-neighbor interaction, ∆ = 2, so the the Hamiltonian of ZB
model will write

−βH({γi}) = J
N∑
i=1

δ(γi, 1)δ(γi+1, 1). (17)

The partition function Z can be obtained as

Z(V ,Q) =
Q∑

{γi=1}
e−βH({γi}) =

Q∑
{γi=1}

N∏
i=1

[1 + V δ(γi, 1)δ(γi+1, 1)] =

Q∑
{γi=1}

N∏
i=1

(M̂)γi,γi+1 ,

(18)

where (M̂)γi,γi+1 are the elements of the Q×Q matrix

M̂(Q×Q) =

i
i+ 1 1 2 · · · Q

1 g(1, 1) g(1, 2) · · · g(1,Q)
2 g(2, 1) g(2, 2) · · · g(2,Q)
... · · · · · · · · · · · ·
Q g(Q, 1) g(Q, 2) · · · g(Q,Q)

=


W 1 · · · 1
1 1 · · · 1
· · · · · · · · · · · ·
1 1 · · · 1

 ,

(19)
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where g(γi, γi+1) = eJδ(γi,1)δ(γi+1,1). From the structure of transfer-matrix Eq. (19), it is ob-
vious that there are only two linearly independent eigenvalues, so the number of nontrivial
eigenvalues λ and the order of the characteristic equation is also equal to two. The charac-
teristic equation can be written as determinant (see Eq. (3)). Successively subtracting the
second row from the first, third row from the second, etc.,until all rows have been accounted
for, similarly, successively adding column Q with column Q− 1, Q− 1 with Q− 2 etc., we
will arrive at a final expression for this determinant:

λQ−2 ×
∣∣∣∣∣W − 1− λ W − 1

1 Q− λ

∣∣∣∣∣ = 0 (20)

Neglecting the Q− 2 trivial eigenvalues, a simple change of variables

Λ =
λ

Q
;σ =

1
Q

; s = W − 1
Q

. (21)

yields ∣∣∣∣∣s−Λ s
σ 1−Λ

∣∣∣∣∣ = Λ2 −Λ(s+ 1) + s(1− σ) = 0, (22)

which exactly coincides with the characteristic equation for the ZB model given in Eq. (6).
Therefore, the Hamiltonian in Eq. (17) provides exactly the same thermodynamics of the
ZB model, hence, can be considered equivalent to it.

The helicity degree for ZB model can be written as:

θ =
1
N

∂ lnZ
∂ ln s

s+ σ

s
, (23)

As we see the degree of helicity of ZB model in the Hamiltonian representation in Eq. (23)
differs from the classical representation in Eq. (9) by the term of s+ σ

s
which is very close

to 1 only when the parameter σ → 0.

4. Solvent effects within the ZB model

Although Zimm and Bragg [3] formulated their model in 1950s, it appeared to be so suc-
cessful, that is widely used till nowadays, especially for fitting experimental data [20, 21, 22].
Together with its strength, the original model formulation also contains an essential weak-
ness due to the absence of microscopic Hamiltonian. Namely, when attempting to incorpo-
rate the influence of solvent into the approach, it is not clear, how should the parameters
s and σ be adjusted to describe solvent effects. For the solvent mostly water is used but
can be used also others which can have H-bonding with the polypeptide chain. On the
other hand, there have been a spin-based Hamiltonian approach to solvent reported in the
literature [15]. Coupling the approach of Ref. [15] with the recently suggested microscopic
formulation of ZB model [16] allowed to show that such interaction renormalizes parameter
s only.
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An example of studying solvent effects in ZB model is done by Badasyan et al [19]. They
proposed a simplified and explicit model for water-polypeptide interactions for Hamiltonian
formulation of the Zimm-Bragg helix-coil transition model. So the description of water
was also included into a partition function. It was shown that for both heat and cold
denaturation the model fits well with circular dichroism (CD) experimental data. Inter-
and intra-molecular H-bonding energies can be found by this model which are unavailable
in other models. The final expression for helicity degree is:

θZB(s̃,σ) =
s̃+ σ

1 + s̃+
√
(1− s̃)2 + 4σs̃

1 + 2σ− 1 + s̃√
(1− s̃)2 + 4σs̃

 , (24)

where s̃ is the renormalised non linear parameter, which in the abscence of solvent is equal
to s defined in Eq. (21).

5. Conclusion

By discussing different approaches and applications of ZB model we saw that this model
can be used not only for description of standard helix-coil transition but also for cold denat-
uration and for thermal unfolding of short peptides. Different technics can be used to derive
the partition function of this model depending on convenience of numerical calculations. ZB
model can also be extended to include water or other external effects or considering different
number of nearest neighbor interactions. To include the solvent effects it’s suitable to use
the Hamiltonian definition of microscopic spin model.
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Abstract

Haber-Bosch process is considered to be environmentally unfriendly, due to the high en-
ergy consumption and CO2 emissions produced during methane steam reforming. Pho-
tocatalytic nitrogen fixation as a greener and sustainable alternative to the conventional
Haber-Bosch process enables to perform nitrogen reduction reaction (NRR) under mild
conditions. Recently, increasing computational power provides the opportunity to per-
form theoretical calculations and gain insight into the properties obtained at different
levels of modeling. Herein, much attention is paid to first-principles calculations used to
determine the electronic and optical properties of photocatalysts, N2 adsorption and to
expound possible NRR mechanisms. The most commonly reported photocatalysts for ni-
trogen fixation are TiO2, g-C3N4 and bismuth oxyhalides. The catalyst structure is usually
modified by dopants, defects (oxygen, nitrogen vacancies, ...), co-catalysts and Z-scheme
heterojunctions to prevent charge carrier recombination, improve charge separation effi-
ciency and adjust a band gap to be able to utilize a broader light spectrum. Most studies
at the atomistic level of modeling are grounded upon density functional theory (DFT) cal-
culations, however, there is still a need to consider methods beyond DFT to study the ex-
cited state properties more accurately. Furthermore, a few studies have been examined to
include kinetics and macro-scale simulations, however, there is still room for such calcu-
lations, which empower to build a multiscale model for photocatalytic nitrogen fixation.
A review is concluded with concluding remarks and future prospects.
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1. Introduction

Artificial ammonia plays a remarkable role as a fertilizer, explosive [1], chemical [1, 2],
energy [1] and hydrogen storage with the hydrogen density up to 17 % [2]. In the early
years of the last century, Fritz Haber and Carl Bosch made a major breakthrough in am-
monia synthesis. Fritz Haber succeeded in converting gaseous nitrogen and hydrogen
into ammonia in the presence of a catalyst at high temperatures and pressures [3], and
was awarded a Nobel Prize for his discovery in 1918 [4]. In 1931, Carl Bosch received a
Nobel Prize for raising a process to the industrial level [4, 5]. In the synthesis of ammonia,
the so-called Haber-Bosch process is still inevitable, but ammonia production on thermal
catalysts requires high temperatures and pressures in the vicinity of 500 ◦C and 200 atm
[6, 7]. Therefore, scientists are constantly looking for improvements in nitrogen fixation
and ammonia synthesis, especially to reduce the input energy required to break a very
strong triple bond in the nitrogen molecule (941 kJ/mol) [8] and to perform the reaction
under mild conditions, thus avoiding high temperatures and pressures [6, 7].

The original Haber-Bosch process requires a hydrogen molecule as feedstock, typically
produced from the methane steam reforming process (CH4 + 2H2O→ 4H2 + CO2) [9, 10].
The use of fossil fuels (methane) as a viable energy source for hydrogen production con-
tributes significantly to CO2 emissions (∼ 1.2 %) [1, 7]. To avoid the noteworthy carbon
footprint resulting from hydrogen production, the water molecule can be used as a feasi-
ble proton source. [7, 11].

The first photocatalytic fixation and reduction of nitrogen to ammonia was reported by
Schrauzer and Guth in 1977. They performed photocatalytic nitrogen reduction over TiO2
based photocatalyst and detected ammonia as a main product and hydrazine as a possi-
ble by product[12]. Since then, numerous photocatalysts have been explored to perform
nitrogen fixation, activation, and reduction to ammonia under mild conditions. Most
promising reported groups of photocatalyst are metal oxides, bismuth oxyhalides, car-
bonaceous materials, metal sulfides and bio-mimicking photocatalysts [8].

Although a major advantage of photocatalytic reactions is the environmentally friendly
use of sustainable and clean light sources as input energy [8, 11], the attention must be
paid on the appropriate choice of the photocatalyst to fixate nitrogen molecule effectively.
Nitrogen molecule is very stable and a high energy input is required to activate it, when it
is adsorbed at the active sites of the photocatalyst. [8, 9] It is therefore common to modify
the catalyst structure by incorporating dopants, introducing defects, loading co-catalysts
or constructing heterojunctions and therefore provide more promising active sites for N2
adsorption [7]. Modifications affect on the structure of the catalyst, which is undoubtedly
connected to their electronic properties [13]. The fundamentals of photocatalytic activity,
mechanisms and modifications of semiconductor photocatalysts are discussed in more
detail in the following sections.
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This review article aims to describe the photocatalytic nitrogen reduction reaction (NRR)
focusing on its theoretical description using a multiscale modeling approach, with an em-
phasis on first-principles studies. In Section 2, the fundamentals of the photocatalytic
NRR, together with brief explanation of adsorption, reaction mechanisms and catalyst
modifications are presented. The theoretical methods within a multiscale modeling ap-
proach in Section 3 are followed by the electronic properties, adsorption and reaction
mechanisms calculated using a DFT approach in Section 4. Section 5 gives an overview
of the NRR kinetics and also the results performed on the macro-scale manner. Lastly, the
findings and future prospects are presented in the last section.

2. Fundamentals of nitrogen photofixation

The nitrogen molecule is considered to be inert and very stable, due to a high ionization
potential of 15 eV, a negative electron affinity of -1.8 eV and a large energy band gap of
22 eV. Thus, the activation of the nitrogen molecule remains challenging, mainly because
of the cleavage of a very strong triple bond in the nitrogen molecule. The cleavage of the
first bond in the nitrogen molecule, which is crucial for activation and represents a rate-
limiting step in nitrogen reduction, requires a dissociation enthalpy of 410 kJ mol−1 [8, 9].
Its activation therefore requires harsh conditions or an appropriate (photo)catalyst, even
though the nitrogen reduction reaction to ammonia is alone exothermic with a ∆H (298K)
of -92.2 kJ/mol [14]. After N2 and other representative reactants (hydrogen or water)
adsorb at the active sites of the semiconductor surface, the photocatalyst is illuminated
by a light source. The solar irradiation provides the elimination and migration of the
electron from the valence band (VB) to the conduction band (CB), consequently creating
a hole in the valence band. The photogenerated electrons and holes must migrate to the
active sites of the photocatalyst for the reaction to proceed. Ideally, the electrons and holes
move directly to the active sites, but if the structure of the photocatalyst is not optimized,
the probability of electron-hole recombinations is higher. This leads to the recombination
of the electron-hole pairs and significantly lowers the photocatalytic activity. When the
electron is excited from the valence band, the metal traps it at the active site where the
photooxidation and photoreduction reactions occur. In the valence band, the holes react
with hydrogen or water and in the conduction band, the electrons react with the nitrogen
molecule. The photoreduction of nitrogen molecule requires 6 electrons and 6 protons
to convert one nitrogen molecule into two ammonia molecules (N2 + 6 H+ + 6 e− ↔ 2
NH3) [8, 13]. Water oxidation and nitrogen reduction as well as corresponding reduction
potentials are displayed in Eq. 1 and 2, respectively, and shown in Fig. 1.

Water oxidation in VB: 2H2O + 4h+ → O2 + 4H (1)

Nitrogen reduction in CB: N2 + 6H+ + 6e− → 2NH3 (2)
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Figure 1: Schematic representation of semiconductor photocatalyst showing reduction potentials for nitrogen
reduction and water oxidation reactions. Potentials are presented at pH 0 [15].

When considering photocatalytic reactions, a few features should be taken into considera-
tion. The positions of the band edges as well as the width of the band gap affect the wave-
length (or energy) of the light used as the input light source. The energy of the band gap
must match the energy of the light source to provide a desired amount of energy to excite
the electrons. Therefore, semiconductors with large band gaps require ultraviolet (UV)
light to generate charge carriers (electrons and holes), while those with smaller band gaps
can utilize visible (VIS) or even infrared (IR) light. However, the band gap should be kept
reasonably small, while too narrowed band gap leads to the electron-hole recombination
and hence unavailability of charge carriers for the reactions to proceed. The availability of
electron-hole pairs can be controlled by introducing defects, such as vacancies, or doping
with heteroatoms, while they act as electron trappers and thus prevent electron-hole re-
combination. In addition, photocatalytic reactions struggle with small product selectivity
and poor quantum yields, which is an additional stimulation to improve the properties
of the photocatalyst and consequently the photocatalytic activity and selectivity [7, 8, 13].
Photocatalytic activity can be improved by combining two different photocatalysts, i.e.
creating a heterojunction photocatalyst. Low et al. reported three common types of het-
erojunctions, i.e. type-I, type-II and type-III, which are explained in detail in reference [16].
In photocatalytic NRR, Z-scheme heterojunctions are popular and very common. The re-
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duction potentials of NRR vs a normal hydrogen electrode (NHE) at pH 0 are shown in
Tab. 1.

Table 1: Reduction potentials of NRR at pH 0 [9].

Reaction Potential vs NHE [V]
N2 + e− → N−2 (aq) −4.20
N2 + H+ + e− → N2H −3.20
N2 + 2H+ + 2e− → N2H2 −1.10
N2 + 4H+ + 4e− → N2H4 −0.36
N2 + 5H+ + 4e− → N2H+

5 −0.23
N2 + 6H+ + 6e− → 2NH3 +0.55
N2 + 8H+ + 8e− → 2N2H+

4 +0.27

2.1. Adsorption configurations and reaction mechanisms

The first step in nitrogen photofixation is an adsorption of the nitrogen molecule on the
active sites of the semiconductor photocatalyst. The nitrogen adsorption can be achieved
via an end-on or side-on configuration [9]. The configurations are explained below when
describing the principles of the reaction mechanisms.

Nitrogen reduction at the active sites of a heterogeneous catalyst occurs under one of two
proposed pathways, namely dissociative and associative. During dissociative pathway,
the triple bond in the nitrogen molecule is broken before successive hydrogenation steps
occur on nitrogen atoms, hence a high input energy is required to cleavage the triple bond.
The said pathway is therefore less common in photocatalytic nitrogen fixation. After ad-
sorption and triple bond dissociation, the hydrogenation occurs on the two separated
nitrogen atoms and the protons are successively added to form two ammonia molecules.

The associative mechanism is reported to be more common in nitrogen photofixation,
and three possible associative pathways are proposed, namely distal, alternating and en-
zymatic. In both the alternating and distal pathways, the nitrogen molecule is adsorbed
onto the surface of the catalyst such that one nitrogen atom is adsorbed onto the surface
(denoted as the first nitrogen atom, N1), while the other (denoted as the second nitro-
gen atom, N2) is bonded to the N1 and is not directly adsorbed onto the catalyst surface.
The said nitrogen fixation refers to the end-on configuration of the nitrogen molecule and
is typical for alternating and distal associative mechanisms. After nitrogen adsorption
via the end-on configuration, the first hydrogenation occurs at the distant nitrogen atom
(N2). After this step, the pathway can be divided into the alternating or distal pathway.
In side-on configuration both nitrogen atoms are simultaneously adsorbed on the catalyst
surface and favor the enzymatic pathway [8, 9, 14]. All mentioned pathways are in detail
presented in Fig. 2.
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Figure 2: Proposed dissociative and associative mechanisms for nitrogen reduction process. a) dissociative
pathway b) associative alternating/enzymatic (side-on) pathway c) associative alternating (side-on) pathway
d) associative distal (end-on) pathway [14].

3. Multiscale modeling - theoretical description

The basic idea of a multiscale modeling approach is to study the system of interest at
different modeling levels, i.e., at different length and time scales. Calculations at the
atomistic level are in materials computational science usually performed using the DFT
method, which can be followed by a (Ab Initio) Molecular Dynamics simulations (MD).
Kinetics is studied using a mean-field microkinetic modeling (MM) or kinetic Monte Carlo
(kMC) methods at the meso level, and reactor modeling is performed using a Computa-
tional Fluid Dynamics (CFD) at the macro level of modeling [17–20]. Multiscale modeling
approach is graphically presented in the Fig. 3 [19].

This section introduces the basics of commonly used theoretical methods in computa-
tional materials science, i.e.DFT, Ab Initio Molecular Dynamics (AIMD) , MM, kMC and
CFD.
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Figure 3: Multiscale model at different time and length scales [21].

3.1. Density Functional Theory
In 1964 P. Hohenberg and W. Kohn [22] laid the foundations of DFT and mathematically
proved the Hohenberg-Kohn theorem [23, 24]. The latter states that all ground-state prop-
erties depend on electron density, i.e. the total energy of the system is a functional of elec-
tron density, and that the correct density is density with the minimum of the total energy
[22, 23]. In DFT, great attention must be paid to the choice of the exchange-correlation
functional (a suitable approximation), since the solution of the KS equations depend on
the accuracy of the exchange-correlation energy [23].

To effectively study the photocatalytic properties, time-dependent density functional the-
ory (TD-DFT) must also be considered, as the DFT is normally used to calculate the
ground-state properties. On the other hand, TD-DFT enables to study the excited-state
properties in a linear-response or real-time regime. The latter empower to determine and
analyze the linear absorption spectrum of excited system, a time-dependent dipole mo-
ment and a non-linear emission spectra. Excitation energies are calculated in a linear-
response regime and TD-DFT calculations yields also photoelectron spectra (PES). It is
important to bear in mind that the ground state and excitation energies can be calculated
using both DFT and TD-DFT, but considering the time evolution tends to describe the
excited state properties more accurately [25, 26].

DFT as an attractive ab-initio method enables to investigate various material proper-
ties,i.e. electronic, mechanical, magnetic, dielectric and structural properties, crystal struc-
tures, phase diagrams, vibrational spectroscopy, surfaces and adsorption, reactions and
electronic transport [17, 18]. Along with TD-DFT it can be used as a promising tool to
calculate photocatalytic properties at the atomistic level of modeling.
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3.2. ab initio Molecular Dynamics
AIMD does not rely on force fields to account for the interactions, as is typical for classical
molecular dynamics simulations [19], but rather on forces obtained from first-principles
calculations [20]. In AIMD simulation, the dynamic trajectories at finite temperature are
generated, the bonds are allowed to break, therein polarization effects are also taken into
account. Most commonly used first-principle method is DFT with a plane wave basis set
approach (Bloch theorem is considered) and the total energy is defined as a functional
of orthonormal single particle electron orbitals. It is of great importance to choose the
appropriate functional for the exchange-correlation part, since the latter have a strong
influence on the quality of the electronic structure. The total dipole moment and IR spectra
can be calculated. In (photo)catalytic systems, AIMD is usually employed to confirm
thermodynamic stability of the systems studied [27–32].

3.3. Kinetic Modeling
The data obtained from first principle DFT calculations can be further used to study the
kinetics of heterogeneous reactions using mean-field microkinetic modeling (MM) or ki-
netic Monte Carlo (kMC) simulations.

Kinetic Monte Carlo is a stohastic method that can be used to describe different surface
processes, such as adsorption, diffusion, reaction and desorption by solving the master
equation. First, the initial configuration at the initial time is generated and all possible
surface processes are specified. Then, the reaction rates for all the specified reaction pro-
cesses are calculated and a particular surface process is randomly selected. After this step,
the time is advanced by a random number between 0 and 1. The next configuration is con-
sidered and the system is modernized to this new configuration. All processes occurring
in the new configuration are specified and the simulation is repeated until the system
converges, i.e. reaches a steady-state.

In contrast to kMC, microkinetic modeling provides the determination of deterministic
solutions by numerically solving the differential rate equations. These equations are in-
tegrated until the steady-state values converge and the turnover frequencies (TOF) are
determined. Heat conduction, viscosity and diffusivity as representatives of transport
processes can be studied as well as reactions in the gas, liquid and gas-solid (surface)
phases. After the reaction model is proposed, the kinetics of the given processes can be
described and solved by the macroscopic rate equations mentioned above, which include
the rate coefficients related to the reaction rates. It is noteworthy that the mean-field ap-
proximation is considered, which means that the adsorbates are not correlated. Microki-
netic simulations are less computationally expensive compared to kMC, but the catalytic
activity is overestimated [33].
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3.4. Computational Fluid Dynamics
On a macro-scale manner, Computational Fluid Dynamics (CFD) is applied to provide an
insight into reactor-related properties, i.e. the hydrodynamics of multi phases, light in-
tensity distribution and reaction kinetics. Within the CFD framework, optical properties,
such as the scattering coefficients, absorption coefficients, phase function parameter and
optical parameters can be calculated. When studying photocatalytic systems, the radia-
tive transport equation (RTE) is employed to describe the light absorption of the illumi-
nated light in the photoreactor as well as out- and in-scattering irradiation. In the slurry
reactors, RTE equation includes light absorption, in- and out-scattering, while in some
immobilized systems (coated plates, monoliths, optical fibers), RTE equation is reduced
to the Beer-Lambert law due to negligible scattering effects, since only light absorption is
presented in the reactor system [34, 35].

4. A Review of properties calculated by density functional theory and ab initio molec-
ular dynamics

This section aims to give an overview of the electronic properties of semiconductors, ad-
sorption (modes and energies) and proposed reaction mechanisms for photocatalytic NRR
calculated using a DFT and AIMD approaches.

4.1. Electronic properties
Tab. 2 shows the theoretically calculated and experimentally determined band gaps.

Table 2: Experimentally determined and theoretically calculated band gaps of some promising photocatalysts
for nitrogen fixation.

Catalyst Functional Theoretical band gap [eV] Experimental band gap
[eV]

References

pristine TiO2 GGA-PBE, DFT+U 3.15 3 [36]
OV-doped TiO2 / 2.79 /
Cu-doped OV-TiO2 / / 3
SrTiO3 GGA-PBE, DFT+U 2.2 3.26 [37]
SrTiO3-OV, strain / bandgap for strain / /
B-decorated g-CN PBE, DFT+D2 Bandgap of prisitne melone

based CN: 2.49 eV
/ [28]

g-C3N4 GGA-PBE, DFT-D2 3.21 eV / [29]
B-doped g-C3N4 / 0.63 eV /
g-C3N5 B3LYP/6-31G(d) functional and

basis set
3.76 (energy gap); 4.77 eV
(HOMO-LUMO gap)

/ [38]

NV-g-C3N5 / 3.05 eV (energy gap); 4.06 eV
(HOMO-LUMO gap)

2.08

pristine g-CN HSE06 2.7 / [31]
FeMo/CN / / /
MoW/CN / 1.2 /
NiMo/CN / 0.8 /
TiMo/CN / 0.9 /
M4@B36N36 HSE06 (DFT-D3) 0.54–1.60 / [39]
pristine CuCr-LDH DFT+U 1.6 / [40]
MgAl-NS / / 5
ZnCr GGA-PBE, DFT+U 2.4 / [41]
ZnCr-LDH / / 2.51
ZnCr-LDH-OV / 2.19 ZnCr-1h: 2.32
ZnCr-OV-Zn / 2.18 /

10



Gd-IHEP-7 (2D MOF) PBE, UPBE-D3 0.714 / [42]
Gd-IHEP-8 (3D MOF) / 0.691 /
Gd-IHEP-7 ligand gr replaced
with CH3

/ 2.126 /

Gd-IHEP-8 ligand gr repleaced
with CH3

/ 1.904 /

Zn3In2S6 (S-TA) GGA-PBE 1.28 2.78 [43]
Zn-defective Zn3In2S6 (S-TAA) / 1.56 /
S-Cys (Zn3In2S6 from L-CYS) / / 2.89
S-TA (Zn3In2S6 from TA) / / 2.81
OV-S rich TiO2-xSy (101) -
Ti32O52S8

GGA-PBE, DFT-D3, HSE06 for
bandgap

/ 1.18 [44]

OV-S poor TiO2-xSy (101) -
Ti32O61S2

/ / 3.22

Zhao et al. [36] calculated the band gap, density of states (DOS) and electron density di-
agram of pristine TiO2, oxygen vacancy (OV) rich-TiO2 (OV-TiO2) and Cu-doped TiO2.
The calculations were performed using DFT+U and the results revealed that the pres-
ence of OV significantly decreases the band gap of TiO2 and introduces additional defect
states in the middle of the band gap. On the other hand, Cu doping divides the band gap
of OV-TiO2-strain (Cu-doped TiO2) into two sections due to the increased electron den-
sity around O atoms. The band gap, DOS and projected density of states (PDOS) were
calculated also for Au4Ru2 clusters by Sun et al. [45]. DOS and PDOS showed discrete
electronic levels and single electron excitations. Moreover, PDOS showed that LUMO
(the lowest unoccupied molecular orbital) and LUMO+1 states are mainly composed of
Ru atoms, implying that Ru atoms could serve as active sites for N2 adsorption. Ye et al.
[46] studied MoS2@TiO2 nanojunctions as a promising catalyst for nitrogen photofixation
and calculated the charge transfer between TiO2 and MoS2 by Frontier orbital analysis.
The results showed that electrons are transferred from TiO2 to MoS2, while the HOMO
(the highest occupied molecular orbital) orbital of the photocatalyst is mainly composed
of TiO2 and the LUMO is composed of MoS2, especially Mo atoms. According to the lat-
ter results, N2 is adsorbed and activated on TiO2 MoS2@TiO2. DOS, PDOS and band gap
of SrTiO3 were calculated by Huang et al. [37]. The results showed that VBM consists
of occupied O 2p states and CBM consists of Ti 3d states. To improve the photocatalytic
activity, OVs and pressure deformation were introduced. When OVs were introduced,
the Fermi level was pushed toward CBM (metallic ground state) and more O 2p states
appeared, while a compressive strain of 2.5 %, moved VBM and CBM from 0.12 to 0.28
and 1.78 to 1.46 eV, respectively. It can be concluded that compressive strain enhances
nitrogen activation.

Shiraishi et al. [47] conducted DFT calculations (B3LYP/6-31G(d)) to determine the HOMO
and LUMO energies of pristine and P-doped NV (nitrogen vacancy)-C3N4. Calculated
energies are -6.01 eV and -1.03 eV, while HOMO and LUMO+1 energies of NV-P-G-C3N4
add up to 4.14 and 8.46 eV, respectively. Nitrogen photofixation on a honeycombed Fe3+

-doped graphitic carbon nitride and pristine g-C3N4 was studied by Shaotheng Hu et al.
[48]. Charge density differences, DOS, Mulliken charges and adsorption energies were
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calculated. The DOS graph reveled that the orbitals of physically adsorbed N2 on pristine
g-C3N4 are very similar to the orbitals in an isolated N2, implying that the activation of
the nitrogen molecule on Fe free g-C3N4 is impoverished. On the other hand, when nitro-
gen is adsorbed on Fe3+ -doped g-C3N4, it is observed that the sigma 2p orbital (HOMO)
of N2 becomes delocalized, indicating nitrogen activation. The Bader charge analysis,
PDOS and charge density difference of Bint4-melon based CN were theoretically investi-
gated and calculated by Zheng et al. [28]. PDOS of side-on nitrogen adsorption at the
Bint4 active site revealed the hybridization of the B-2p and N-2p orbitals. The possible
side reaction HER was also considered, although the selectivity of the NRR reaction is
relatively high. It was confirmed that at the Bint4 active site the NRR reaction is predom-
inant and that it is energetically more favorable to adsorb N2 than the water molecule.
Incorporated B atom lowers the band gap thus provides the utilization of light in broader
spectrum (visible and even IR-light) and enables efficient charge separation. The stabil-
ity of the photocatalyst was also confirmed by an AIMD simulation performed for 20
ps at 300 K with a time step of 0.5 fs. DFT calculations (B3LYP functional, 6-311++G(d,p),
LANL2DZ basis sets) were used to study the interaction energies between FeCl3 and urea,
and FeCl3/urea and melamine, as a promising photocatalysts for nitrogen photofixation
[49]. They concluded that the interaction energy of FeCl3/urea/melamine(-250.1 kJ/mol
(-2.59 eV)) is higher than that of FeCl3/urea (-203.1 kJ/mol (-2.10 eV)), indicating that the
presence of melamine is favorable. Mulliken charges, DOS and charge density differences
(Fig. 4) were calculated also for N2 adsorption on pristine and Cu+ doped g-C3N4 by Hu
et al. [50]. They also confirmed a negligible N2 activation over pristine CN, while Cu+

doping induced the delocalization of electrons in HOMO (sigma g 2p) (from -0.2 to -0.3),
which causes the imminent overlap of HOMO and LUMO orbital (πg* 2p). Regarding the
LUMO orbitals of N2, the electron states are decreased from 6.9 eV for free N2 to 1.0 eV
for N2 adsorbed on Cu+-C3N4, and consequently the band gap decreases (the electrons in
the valence gap are easily excited).

Figure 4: Charge density difference of the N2 adsorbed on the Cu+ active site (yellow denotes charge accu-
mulation and blue color denotes charge depletion [50].
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Lv et al. [29] performed spin-polarized DFT calculations using PBE-D2 to study nitrogen
activation on a metal-free B@g-CN. The binding energy of the B atom incorporated into a
g-CN structure was calculated to be -5.67 eV, indicating that the adsorption of the B atom
on the hole edge of g-CN is favorable, thus the aggregation of the B prohibited. AIMD
simulations at 800 K confirmed the thermodynamic stability of B@g-CN. B@g-CN has a
centralized spin moment of 1.00 µ B, which contributes to efficient nitrogen activation. The
band gap structures revealed that B atom lowers the band gap sufficiently (hybridization
of B and N 2p orbitals is observed), thus allows the irradiation of the photocatalyst in the
visible and even in the IR spectrum compared to the pristine catalyst. The B atom acts
as an electron trapping centee, helps to reduce the electron-hole recombination and pro-
moted N2 fixation. Wang et al.[51] calculated Hirshfeld charges, charge density difference
analysis and DOS of N2 adsorbed on Co-doped g-C3N4. Charge density difference analy-
sis revealed the electron-back donation process and electron transfer from Co d-orbitals to
the antibonding orbital in N2, resulting in activation of nitrogen molecule, which was also
confirmed by DOS, i.e. strong hybridization between the d-orbital of Co and p-orbital
of nitrogen was observed. Bader charge, charge density difference calculations and Ab
Initio Molecular Dynamics (AIMD) simulations of N2 fixation over Pt-SACs/CTF were
performed by J. Li et al. [30]. The latter were carried out at 300 K and confirmed the
thermodynamic stability of the catalyst and nitrogen adsorption on the catalyst surface.
Wang et al. [31] investigated MM/g-C3N4 (M = Cr, Ti, Fe, Mn, Co, Mo, Ni and W). Among
all the energetically feasible catalysts, FeMo/g-C3N4, TiMo/g-C3N4, MoW/g-C3N4 and
NiMo/g-C3N4 were chosen as promising catalysts for NRR. Their thermodynamic and
kinetic stability were confirmed by AIMD simulations at 400 K. The optical absorption
spectra and the electronic band structures of the aforementioned most promising cata-
lysts were calculated using a HSE06 functional. Based on the calculated band gap values,
it was determined that pristine catalyst can absorb the light in the UV spectrum, which
was also confirmed by absorption spectra. On the other hand, NiMo/-, TiMo/-, MoW/g-
C 3N4 can utilize VIS and IR light. The calculated band edge positions revealed that the
VB positions of all three catalysts lie lower than the redox potential of N3NH3 and the
CBs lie higher, which is feasible for NRR. The Bader charges were also calculated. Yang
et al. [39] made an extensive theoretical study of 11 transition metals incorporated into
the B36N36 clusters to form M4@B36N36 as a photocatalyst for nitrogen photoreduction.
The formation energies of the M4@B36N36 were reported to be exothermic, namely in the
range from -1.25 to -5.15 eV, indicating energetically favorable formation. The band gap
obtained from the calculation of HOMO and LUMO energies was reported to be 0.54–1.60
eV and about 0.05 to 0.14 e was transferred from the metal to the B atom due to the abil-
ity of electrons to fill the p orbitals of B. AIMD at 300 K for 10 ps in water environment
confirmed the stability of clusters, as the structure changes were negligible.

Sun et al. [52] calculated PDOS of BiO quantum dots which showed that the valence bands
of BiO consist of Bi p-electrons, suggesting that Bi atoms behave as active sites for nitro-
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gen activation. On the other hand, Xu et al. [53] calculated DOS of pristine and OV-rich
BOC (Bi2O2CO3) which showed that the valence states consists mainly of O 2p orbitals,
while the conduction states consists of Bi 6p orbitals. After OV formation, additional de-
fect levels are introduced, which has also been confirmed by UV-VIS experiments. Di et
al. [54] studied SUC (single unit cell) Bi3O4Br photocatalyst and obtained DOS of pris-
tine, OV-, BiV- and BiOV (bismuth and oxygen vacancy)-SUC Bi3O4Br. DOS showed that
OVs introduce a new defect level in the middle of the band gap, while, on the other hand,
several additional defect levels were observed when Bi vacancy was present. BiV and OV
together introduced new defect levels especially near the valence and conduction bands,
providing easier excitation of electrons from the valence to the conduction band. BiOBr
(102) photocatalyst, including the incorporation of OVs, and Fe, Mo and Ni transition met-
als, was investigated by Chen et al. [55], who calculated the band gaps and DOS. Pristine
BiOBr exhibited an indirect band gap of 2.67 eV, and OV and metal doping introduced
additional defect levels in the middle of the band gap. DOS showed that the CBM of
pristine catalyst consists mainly of Bi 6p states, while VBM of Br states. It was found that
the introduction of OV has an effect on the Bi 6p states, namely it improves the electron-
hole separation. Similar considerations can be made for doping with metal atoms, as their
presence affects the CBM and VBM levels. The effect of OVs and compressive strain has
also been studied for CuCr-LDH and ZnAl-NS photocatalysts. Zhao [40] obtained similar
results as [55] and suggested that OVs act as electron trapping sites, while they introduce
a new defect level. On the other hand, compressive strain introduces several additional
defect levels in the middle of the band gap. The band structure and electron density dif-
ference of pristine ZnCr, OV-ZnCr-LDH, Zn-OV-ZnCr-LDH were studied by Zhao et al.
[41], who determined that introduced OV and unsaturated Zn sites improve the charge
separation and lower the band gap.

Zhang et al. [56] calculated DOS and electron transfer using DFT+U. DOS showed that
the valence band states consist of O 2p, C 2p orbitals, while Ce 4f orbitals are abundant in
the conduction band states. Upon adsorption of N2 at the active sites of Ce-CUS, the Ce
4f orbitals overlap with the π anti-bonding orbital of N2, indicating that electron transfer
occurs from Ce to N2, resulting in nitrogen activation and extension of triple bond to 1.117
Å. Kong-Qiu Hu [42] studied nitrogen activation on the surfaces of Gd-IHEP-7 (2D metal
organic framework (MOF)) and Gd-IHEP-8 (3D MOF). They calculated band structures,
DOS, PDOS and Mulliken charges and revealed that 3D MOF exhibits narrower band gap
compared to a MOF with a 2D structure. The band gaps of modified Gd-IHEP-7 and Gd-
IHEP-8 were also calculated, implying that the ligand substitution is not beneficial due to
the significantly increased band gaps. Time dependent DFT (TD-DFT) calculations were
also examined to verify the stability of the ground state optimized structures of Gd-IHEP-
7 and Gd-IHEP-8.

Azofra et al. [32] generated three 4-membered FeSMoS rings by Fe deposition on the sur-
face of MoS2 and favorable Fe-S binding energy was determined. NVT MD simulations
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confirmed the stability of Fe-S bonds near the water monolayer at room temperature.
DOS of pristine MoS2 and Fe-deposited MoS2 revealed additional states around Fermi
level, which appeared due to Fe doping. Han et al. [43] performed DFT calculations to
investigate the band gap, DOS and PDOS of pristine and Zn-defective Zn3In2S6. It was
found that a pristine catalyst exhibits a direct band gap of 1.28 eV calculated in the gamma
point. The band gap in the Z-point of a Zn-defective Zn-defective Zn3In2S6 (S-TAA) was
calculated to be 1.56 eV. DOS and PDOS revealed that the CBM (conduction band mini-
mum) consists mainly of Zn 4s, 3p states, S 2p and In 5s states, while CBM consists of S 3p
and Zn 3d states. Moreover, Zn vacancies increase the width of CB gap. studied nitrogen
activation under ambient conditions (room T) using spin-polarized GGA-PBE approach,
however, the band structure was calculated using HSE06 functional. The authors calcu-
lated the band gap, charge, molecular orbitals and spin density distribution of P and Fe-P
(Fe-doped) monolayer phospohorene were calculated by Wei et al. [57]. The band gap of
P was calculated to be 1.5-1.6 eV, which is in agreement with the previously reported ex-
perimental results. TiO2−xSy with rich and poor amount of oxygen vacancies and sulfur
dopants were constructed and band structures were calculated by Xue et al. [44] using
spin-polarized DFT-PBE calculations. The results suggest a beneficial presence of OV and
S dopants, as the band structures showed that both types defects help in narrowing the
band gap.

As seen in this section, TiO2, g-C3N4 and bismuth oxyhalides are most commonly re-
ported catalysts for photocatalytic NRR, however, sulfides, metal organic frameworks
(MOF) and layered double hydroxide (LDH) should not be neglected. Theoretically cal-
culated and experimentally determined band gap values of some promising photocata-
lysts for NRR are summarized in this section. It can be discern that electronic properties
of semiconductor photocatalysts depend strongly on the atomic structure, while some
pristine catalysts exhibit smaller band gap than others. For instance, pristine CuCr-LDH
has the band gap of 1.6 eV [40], while pristine TiO2 [36] and g-C3N4 [29] have 3.15 and
3.21 eV, respectively. Moreover, the electronic properties can be altered by modifying the
structure of the photocatalyst. The introduction of defects, such as vacancies, or doping of
heteroatoms into the bulk structure cause additional mid-gap states, which act as electron
trappers and reduce charge carrier recombination. It is also worth mentioning that the
electronic properties are determined by calculating the band structure, density of states
and projected density of states. Band gap and the energies of band edges (valence band
maximum and conduction band minimum) are discerned from the band structure and
total density of states. On the other hand, projected density of states gain the insight into
the orbital composition of CBM and VBM. For instance, Huang et al. [37] calculated elec-
tronic properties of SrTiO3 using DFT-PBE and DFT+U approach. PDOS results showed
that the VBM of SrTiO3 consists mainly of O 2p states, while CBM consists of Ti 3d states.
This indicates a possible electron excitation from O 2p to Ti 3d orbitals, suggesting that Ti
atoms are active sites for adsorption of N2. The band gap of 2.2 eV was also determined
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from DOS calculations. Furthermore, additional mid-gap states were observed in DOS
and PDOS graphs after OVs were introduced and the VBM and CBM levels also moved
after a compressive strain of 2.5 % was induced.

The calculated results can also differ depending on the functional selected. Most of the
calculations of electron properties are performed using GGA-based functionals (PBE or
PW91), even though they struggle with the underestimation of such properties [58]. Hy-
brid functionals would be a better choice for electronic property calculations, however, the
articles published so far generally do not consider them. The choice to add the Hubbard
U-correction or Grimme’s corrections is much more common.
The calculated electronic, adsorption properties and mechanisms are gathered in Tab. 3.

Table 3: Properties calculated for N2 activation over most promising photocatalysts by first-principles.

Catalyst Functional Adsorption energy [eV] Mechanism Calculated properties References
OV-rutile TiO2 (110) HSE06

+D3//PBE+U+D3
GGA-PBE

end-on: Ti5c atom: 0.40,
OV:0.31 eV; side-on:
Ti5c atom: 0.05, OV:0.10
eV

distal N2 adsorption energies,
N2 bond prolongation,
charge transfer, reaction
mechanism

[59]

P25 (anatase TiO2) GGA-PBE -0.621 alternating (end-on
to side-on adsorption
conf...

N2 adsorption energy [60]

Fe-TiO2 / /
Rutile TiO2 (110) GGA-PBE / associative (Electron density, ad-

sorption energies), free
energy diagram

[61]

a (amorphous) TiO2 on
r-TiO2 (110)

/ /

VO-doped TiO2 -0.25
Cu-doped TiO2 with OV
- TiO2-OV-strain

-0.37

pristine TiO2 (010) facet DOPISI / working in tandem
mechanism

charge density differ-
ence, electron transfer

[62]

OV-TiO2 / /
pristine rutile TiO2 (110) BEEF-vdW dissociative and associa-

tive
surface free energy, cov-
erage, coverage proba-
bability, mechanism

[63]

VO-rutile TiO2 (110) / associative
Fe-doped rutile (110) / associative
pristine anatase TiO2
(101)

PBE, DFT+U negative adsorption en-
ergy

Bader charge, differen-
tial charge densities, N2
adsorption energy, bond
prolongation

[64]

OV-anatase TiO2(101) end-on: -1.0915 /
anatase TiO2 (101) PBE, GGA+U -0.18 / N2 adsorption energies,

charge density differ-
ence

[65]

VO-anatase TiO2 (101) -0.62 /
Ti3C2O2 -0.34 /
Ti3C2O2-VO -0.38 /
pristine TiO2 (001) PBE, DFT+U / / band structure, band

gap, PDOS, Ru adsorp-
tion energies

[66]

Ru-defected TiO2 (001) -
D-O-2v and D-O-3v de-
fects

/ /

Rutile TiO2 (110) BEEF-vdW / distal surface coverage proba-
bilities, N2 binding free
energies

[67]

carbon-TiO2 -1.89 /
TiO2 (101) anatase GGA-PBE, DFT-D2 0.17 N2 adsorption energies,

bond prolongation
[68]

OV-TiO2(101) 0.342 /
Ti3C2 Mxene 2.731 /
TiO2 (101) PBE + Grimme-D2 -0.25 distal-alternating N2 adsorption energies,

bond prolongation, free
energy profiles

[69]

OV-TiO2 (101) -0.47 /
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Fe capped OV-TiO2 -0.29 /
Fe-OV-TiO2(101) -0.31 /
anatase TiO2 (101) PBE, DFT+U / / band structure, CBM

and VBM, DOS, electron
density difference, N2
adsorption, mechanism

[70]

OV-anatase-TiO2 (101) end-on: -0.44 / /
PBE, DFT+U, DFT-D3 -3.18 / N2 adsorption energies,

N2 bond prolongation,
free energy profiles

[71]

TiO2 (101) -0.36 /
TiO2/Co -0.86 /
TiO2/Fe -1.34 /
TiO2/Ni -0.38 /
TiO2/Pt -0.34 /
TiO2 / -0.25 / PDOS, N2 adsorption,

Bader charge, density
difference

[72]

Ni-TiO2 -0.53 /
anatase OV-TiO2 (101) GGA-PBE, DFT-D3 / distal, alternating, enzy-

matic
band gap, DOS, PDOS,
H binding energy, N2
adsorption energies,
bond prolongation,
mechanism

[45]

Au4Ru2 / /
Ag4Ru2/OV-TiO2 (101) end-on: -0.07, side-on: -

1.33
/

Au4Ru2(SCH3)8(P(CH3)3)2/TiO2/ / /
OV-TiO2 GGA-PBE / distal-alternating-

enzymatic
mechanism [73]

MoS2@TiO2 PW91-GGA / / Frontiel orbital analysis,
electron density distri-
bution

[46]

SrTiO3 GGA-PBE, DFT+U / / DOS, PDOS, bandgap,
VBM and CBM posi-
tions

[37]

SrTiO3-OV, strain / /
BaTiO3 (110)-OV PBE side-on: -4.60 / N2 adsorption energy,

N2 bond prolongation,
charge density differ-
ence, free energy pro-
files

[74]

g-C3N4-NV (nitrogen
vacancy)

/ -1.72 (-166.2 kJ/mol) / N2 adsorption, N2 bond
prolongation

[75]

g-C3N4-NV (nitrogen
vacancy)

/ NV1: -166.2, NV2: -2.4 dissociative N2 adsorption, N2 bond
prolongation

[76]

pristine g-C3N4 / / / electron transitions
(HOMO to LUMO and
LUMO+1

[47]

P-doped CN-NV / /
g-C3N4- NV (bulk) / / / N2 bond prolongation [77]
g-C3N4- NV (001) / /
pristine g-C3N4 / -14.6 kJ/mol / DOS, N2 adsorption

energies, charge density
difference, Mulliken
charge

[48]

Fe-g-C3N4 -134.8 kJ/mol /
bulk SCNN GGA -0.335 / N2 adsorption energies,

charge density differ-
ence

[27]

SCNN (sulfur doped g-
CN)-C vacancies

CV active site: -0.665 /

pristine melon-based g-
CN

PBE, DFT+D2 / distal, alternating, enzy-
matic

Bader charge, PDOS,
charge density differ-
ence, N2 adsorption

[28]

B-decorated g-CN -0.10 (BN3) , -0.12 (BC3 ),
-0.11 (BC4), -1.67 (Bint4),
-1.52 (Bint5), -0.96 (BN3),
-1.37 (BN5), -1.72 (BN2)

associative distal alter-
nating and enzymatic

FeCl3/urea B3LYP, 6-311++G(d,p)
basis set, LANL2DZ
basis set

/ / interaction energies
of FeCl3/urea and
FeCl3/urea/melamine

[49]

FeCl3/rea/melamine / /
cyano defective g-C3N4 GGA-PBE / / charge density differ-

ence for catalyst
[78]
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pristine g-C3N4 GGA-PW91 pristine g-CN: -0.162 eV / DOS, N2 adsorption
energies, bond length,
Mulliken charges,
charge density differ-
ence, HOMO-LUMO

[50]

Cu+-doped g-C3N4 Ms-Cu-CN: -1.196 /
g-CN /osheet GGA-PBE -0.26 / N2 adsorption energies [79]
EDTA–g-CN /osheet -0.29 /
Fe-EDTA g-CN /osheet -0.99 /
g-CN GGA-PBE -0.0299 / N2 adsorption energy,

bond prolongation,
Mulliken charge analy-
sis, mechanism

[80]

NV-g-CN -0.1003 /
BNUCNx (two adsorp-
tion sites- B1 and B2)

(-0.2143), -0.8063 (B2 -
most favorable)

/

g-CN GGA-PBE, DFT-D2 distal, alternating and
enzymatic pathway.

AIMD, band gap, bind-
ing energy of B-g-CN,
N2 , CO2 , H2O, O2 ad-
sorption energies, Bader
charge, magnetic prop-
erties

[29]

B@g-CN / /
g-CN GGA-PW91 ( -6.6 kJ/mol) / DOS, N2 adsorption,

Hirshfeld charges,
charge density dif-
ference, triple bond
prolongation

[51]

Co-doped g-CN (-156.5) kJ/mol non-dissociative mecha-
nism

g-CN Wb97x-d/6-31G(d)*
functional and basis set

/ / N2 adsorption energies,
Gibbs free energies.

[81]

V-rich g-CN / /
pristine g-C3N4 PW91, DFT-D, HSE06 / / band structures, absorp-

tion spectra, electron
transitions, Fermi level,
electron density differ-
ence, Hirshfeld charge,
DOS, ELF (electron lo-
calization function), NV
formation energies, N2
adsorption, mechanism,
free energy diagram,
HER

[82]

planar NV (central)-g-
C3N4

/ distal, alternating, enzy-
matic

planar NV(2-fold
coordinated)-g-C3N4

/ distal

corrugated NV(central)-
g-C3N4

/ /

corrugated NV(2-fold
coordinated)-g-C3N4

end-on: -2.56 alternating

g-C3N5 B3LYP/6-31G(d) func-
tional and basis set

/ / HOMO-LUMO gaps,
energy gaps (from
TDOS)

[38]

NV-g-C3N5 / /
VN-CN GGA-PW91, OBS for

DFT-D corrections
chemisorption: -3.52 / N2 adsorption energies,

N2 bond prolonga-
tion,charge density
difference

[83]

VN-SCN chemisorption: -4.54 /
g-CN GGA-PBE, PAW, DFT-

D3
end-on: physical distal, alternating N2 adsorption energies,

N2 bond prolongation,
energy barrier

[84]

Mo single atom-g-CN end-on: chemical: -1.31 end-on configuration:
distal and alternating

GaN PW, GGA-PBE, PAW,
optB86 exchange func-
tional

physical adsorption N2 adsorption energies,
charge density differ-
ence, Bader charge,
triple bond prolonga-
tion

[85]

GaN-NV (nitrogne va-
cancies)

chemical adsorption /
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Pt-SACs/CTF PW, GGA-PBE, PAW;
DFT-D3 dor AIMD

-0.97 distal and alternating
mechanism

AIMD, Bader charge,
charge density differ-
ence, N2 adsorption
energies, binding ener-
gies, Gibbs free energy
of Pt incorporated into
SACs/CTF, electron
transfer

[30]

pristine g-CN GGA-PBE; DFT-D3,
HSE06 (electronic prop)

end-on: -1.01, side-on: -
2.09

alternating, distal, enzy-
matic

AIMD, Bader charge,
N2 adsorption en-
ergy, charge density
difference, Gibbs free
energies, energy barri-
ers, H2 adsorption

[31]

FeMo/CN / /
MoW/CN / /
NiMo/CN / /
TiMo/CN / /
pristine C2N GGA-PBE functional,

Grimmes’s DFT-D2
/ / optical absorption spec-

trum, band structures,
AIMD, phonon disper-
sion spectrum, N2 ad-
sorption, bond prolon-
gation, mechanism

[86]

B/C2N end-on: -1.44, side-on: -
0.58

distal, alternating, enzy-
matic

VN-gCN GGA-PW91, OBS for
DFT-D corrections

-3.52 / charge density differ-
ence, N2 adsorption en-
ergy, electron density

[87]

VN-P-gCN -4.72 /
Ru/E-g- CN PBE-GGA, DFT+U -2.18 dissociative, associative CINEB for TS and barri-

ers, Ru adsorption ener-
gies, N2 adsorption en-
ergies, work functions,
mechanism, energy bar-
riers

[88]

Ru/B-g-CN -1.31 dissociative, associative
Fe(III)-g-C3N4 GGA-PBE / / Fe adsorption on g-CN [89]
B/g-C3N4 PBE (PBE), HSE06 end-on: -1.28; side-on: -

1.04
distal, alternating, enzy-
matic

AIMD, band structures,
optical absorption spec-
tra, N2 adsorption ener-
gies, charge density dif-
ference, free energy dia-
grams

[90]

O2/C GGA-PBE -0.12 hydride distal, alternat-
ing pathway

N2 adsorption energies,
mechanism, Gibbs free
energies

[91]

Fe1O4/C end-on: -1.59 /
Fe1O4/C side-on: -1.46 /
Fe1O4/C-PPH3/NaI -0.17 /
Ti3C2 (001) GGA-PBE end-on: -3.16; -2.75,

side-on: -5.20
/ N2 adsorption, charge

density difference, bond
prolongation

[92]

Mo2C,W2C, Ta2C,
Ta2N, Ti2C and Ti2N

PBE-GGA / distal, enzymatic N2 adsorption energies,
mechanism, Gibbs free
energies, charge density
difference

[93]

11 transition metals,
M4@B6N36

DFT-D3, HSE06 / / AIMD, Bader charge,
HOMO-LUMO en-
ergies, average bond
prolongation, adsorp-
tion energies, differ-
ential charge density
difference, Gibbs free
energy diagrams, onset
potentials

[39]

BiO(010) surface GGA-PBE, PW, PAW / mechanism was ex-
plored experimentally
(side-on...

charge density , N2
bond prolongation,
partial charge density

[52]

pristine BiOCl (001) PBE, DFT+U, PAW / / N2 adsorption energies,
N2 bond prolongation,
charge density differ-
ence, Bader charge

[94]

pristine BiOCl (010) / /
OV-pristine BiOCl (001) chemisorption /
OV-pristine BiOCl (010) chemisorption /
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BiOBr(001)-OV facet PBE, DFT+U, PW via side-on configura-
tion, chemical adsorp-
tion

/ Bader charge, charge
density difference, ad-
sorption, triple bond
prolongation

[95]

BiOCl GGA-PBE, DFT-D3,
HSE06 (electronic)

/ / NAMD, band struc-
tures, optical absorption
spectra, Nader charge,
N2 adsorption, HER

[96]

BiOBr / /
BiOI / /
Mo-BiOCl distal mechanism: dif-

ferent dopants
Mo-BiOCl/BiOBr het-
erojunction

/ /

Bi3FeMo2O12 (150) PBE / associative, dissociative
pathway

mechanism [97]

Bi2O2CO3(110) (pris-
tine BOC)

GGA-PBE / / DOS [53]

OV-BOC / /
BiOCl-OV (001) - 5 OV
positions!

GGA-PBE / / N2 bond prolongation [98]

BMO GGA-PBE, DFT+U -1.91 distal N2 adsorption energies,
N2 bond prolongation,
mechanism

[99]

VO-BMO (010) / -3.95 /
Bi3O4Br GGA-PBE, DFT+U -0.087 / DOS for SUC BiOBr, N2

adsorption energies
[54]

SUC Bi3O4Br (defec-
tive)

-0.241 /

(BixMy)2MoO6 , m=Fe,
La, Yb; Bi

GGA-PBE, PAW, PW / dissociative for M=Fe,
La, Yb

mechanism [100]

c-PAN /Bi2WO6 GGA-PBE / / N2 bond prolongation,
electron transfer

[101]

pristine BiOBr GGA-PBE / / formation energy of OV
I nFe-BiOBr, charge den-
sity map

[102]

Fe-BiOBr + OV / /
pristine BiOBr (001) GGA-PBE, DNP 4,4 ba-

sis set
thermodynamically
unfavorable (N$_2$
adsorption)

distal / adsorption energies,
mechanism, Gibbs free
energies

[103]

OV-BiOBr (001) / distal:
prisitne Bi5O7Br GGA-PBE -0.008 distal for all: mechanism, N2

adsorption energies,
ads. en. of intermedi-
ates, energy barier

[104]

OV-Bi5O7Br -0.017 /
Bi5O7Br+O atom -0.001 /
pristine BiOBr DFT-D3, DFT+U -0.12 / band structure, CBM,

VBM postions, DOS,
PDOS, N2 adsorption
enenrgies

[55]

OV-BiOBr -0.14 /
Fe-BIOBr -0.29 /
Mo-BIOBr -0.14 /
Ni-BIOBr -0.12 /
Mo-OV-BIOBr -0.32 /
Ni-OV-BIOBr -0.26 /
/ -0.45 /
pristine CuCr-LDH DFT+U -0.453 / band structures, DOS,

PDOS, N2 adsorption
energies

[40]

CuCr-LDH-OV -0.81 /
CuCr-LDH-OV,1%
strain

-0.886 /

ZnAl-NS / /
ZnAl-LDH GGA-PBE, DFT+U -0.03 / Band gap, charge den-

sity difference, Bader
charge, electronegativ-
ity difference, flat band
potentials, Nn2 adsorp-
tion energies

[105]

ZnAl-LDH-OV -0.54 /
Cu-doped ZnAl-LDH-
OV

-0.94 /
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ZnCr GGA-PBE, DFT+U / / Band gaps, N2 adsorp-
tion energies, energy
barier for RDS, forma-
tion energy of OV

[41]

ZnCr-LDH (-0.45 eV unsaturated
Zn, -0.17 eV saturated
Zn

/

ZnCr-LDH-OV / /
ZnCr-OV / /
CdS@LDHs-1 GGA-PBE / mechanism: energy bar-

riers: 2.24 eV
mechanism, energy bar-
riers

[106]

CdS@LDHs-2 / 1.69
CdS@LDHs-3 / 1.38
Ce-CUS (loaded on
MOF-76 Ce)

DFT+U / DOS, charge transfer [56]

MIL-101(Fe) DFT+U -0.48 distal, alternating / charge density differ-
ence, N2 adsorption en-
ergy, Gibbs free energies
for first and second hy-
drogenation

[107]

MIL-101(Ce) -0.43 /
Gd-IHEP-7 (2D MOF) PBE, UPBE-D3 end-on: -0.26 distal, alternating asso-

ciative
TD-DFT, Mullikan
charges, DOS, band
structure, N2 adsorp-
tion energies, Cl NEB,
Gibbs free energies

[42]

Gd-IHEP-8 (3D MOF) end-on: -0.29 distal, alternating asso-
ciative

Gd-IHEP-7 ligand gr re-
placed with CH3

/ /

Gd-IHEP-8 ligand gr re-
pleaced with CH3

/ /

MoS2 GGA-PBE , D3, HSE06 / distal / DOS (both), Bader
charge, Fe-MoS2 bind-
ing energy, NBO: MD,
Gibbs free energies

[32]

Fe-MoS2 (Fe is de-
posited)

/ /

SV-1T MoS2/CsS com-
posite

/ / distal, alternating Gibbs free energies [108]

CdS // -0.033 (-3.2 kJ/mol ) / N2 adsorption energies [109]
CdS-SV -1.31 (-126.5 kJ/mol) /
W18O49 (001) GGA-PBE -1.65 / charge density differ-

ence, N2 adsorption en-
ergies

[110]

Mo-doped W18O49 -2.48 enzymatic mechanism
FeMoS-FeS-SnS / / binding energies [111]
BPNS/CdS (0001) facet GGA-PBE / distal charge density differ-

ence, mechanism
[112]

CdS (002) PBE 1.16 / N2 adsorption energies [113]
NiS (211) -0.26 /
Ni-doped CdS -0.55 /
Zn3IN2S6 (S-TA) GGA-PBE / alternating bandgap, DOS, PDOS,

mechanism
[43]

ZN-defective Zn3IN2S6
(S-TAA)

/ /

Ru(001) GGA-PBE, DFT-D end-on: -0.83 enzymatic N2 adsorption, charge
density difference,
mechanism

[114]

CoS end-on: -0.58 /
CoSx (101) end-on on SV: -0.98 /
CoSx (101)/Ru(001) side-on: -1.01 /
WS2 monolayer GGA-PBE / dissociative, associative dopant formation ener-

gies, Hirshfeld charges,
charge transfer, N2 ad-
sorption energies, en-
ergy evolution profiles
of N2 adsorption, reac-
tion energy diagrams

[115]

WS2-SV -0.04 /
Ni-WS2-SV end-on: -0.92, side-on: -

0.69
end-on associaitve (dis-
tal, alternating)

Hirshfield charge analy-
sis, S vacancy formation,
N2 adsorption, reaction
barrier, mechanism
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Au(111)/TS GGA-PBE, PBE-D3 / dissociative, associative solvent effect on ad-
sorbates: Poisson-
Boltzmann emplicit
solvation model, Gibbs
free energies for first
hydrogenation, charge
density difference, H
adsorption

[116]

Au(111)-PTFE/TS / /
OV-S rich TiO2-xSy
(101) - Ti32O52S8

GGA-PBE, DFT-D3,
HSE06

(-0.76 – -2.1) / band structures, N2 ad-
sorption energies

[44]

OV-S poor TiO2-xSy
(101) - Ti32O61S2

/ / / /

beta Ga2O2 (111) facet GGA-PBE -0.975 / N2 adsorption energies,
N2 bond prolongation,
mechanism

[117]

LaFeO3 (121) GGA-PBE / / N2 bond prolongation [118]
beta-Sb(001) PBE-D3, PBE-BJ / / first hydrogenation in

mechanism, binding
free energy of first
hydrogenation

[119]

beta-Sb(100) / /
Sb2O3(001) / /
Sb(001)-SB vacancy / /
Sb(100)-Sb vacancy / /
Sb2O3(001)-O vacancy / /
Bi2WO6 (010) (Bi and W
active sites)

PBE / distal, alternating, enzy-
matic

formation energies of
OV-catalyst, activation,
free energy profiles

[120]

Bi2WO6 (010)-OV / /
B-antisite (BNNTs) WB97X-D functional, 6-

31G* basis set
end-on: -1.06 (-24.4
kcal/mol), side-on: 0.22
(5.15 kcal/mol)

dissociative (excluded),
associative (alternating,
distal)

BNNTs formation en-
ergies, N2 adsorption
modes, bond prolonga-
tion, free energy dia-
grams, transition states,
NBO, Hirshfeld charge,
charge density differ-
ence

[121]

N-antisite (BNNTs) / /
OV-BiOBr PBE, PBE-sol, DFT-D end-on: -1.90, side-on1:

-1.34, side-on N2 : -...
distal (adsorption on
OV-O-ter+H), alternat-
ing...

charge transfer, Hirsh-
feld charge analysis,
N2 adsorption, O2 and
H2O adsorptions, Gibbs
free energy diagram

[122]

Bi2MoO6 GGA-PBE / / work functions [123]
Fe-Bi2MoO6 / /
PaI GGA-PBE+U / / band structure, DOS,

work functions
[124]

Fe2O3 / /
30 % Fe-PaI / /
MoO3 (001) and (100) PBE+U, DFT-D2 / / DOS, Bader charge,

Mulliken charge, bind-
ing energies (Mo-O),
bond elongation

[125]

OV-MoO3 / /
BiVO4 (010/040) PW91,DFT-D -0.75 / electrostatic potentials,

band gap, charge den-
sity difference, Bader
charge, N2 adsorption,
reaction mechanism

[126]

black phosphorene (BP) GGA-PBE, HSE06 / / NAMD, formation ener-
gies of vacancy defects,
band gaps, band edges,
DOS, PDOS, N2 adsorp-
tion energies, bond pro-
longation

[127]

DV-BP 0.25–1.86 /
blue phosphorene (BuP) / /
DV-BuP 0.25–1.86 /
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4.2. Adsorption

W. Zhao et al. [60] examined the adsorption of nitrogen on Fe3+ doped anatase TiO2 (101).
The authors concluded that nitrogen adsorption over the studied catalyst is feasible, as
the adsorption energies of N2 and intermediates vary from -0.621 to -4.666 eV, which is
in agreement with the prolongation of triple bond from 1.937 to 2.252 Åwhen it is broken
to the single bond during successive hydrogenation steps. The adsorption energies for
pristine TiO2, OV-TiO2 and Cu-doped TiO2 were calculated by Y. Zhao et al. [36] using
DFT+U. The adsorption is the most feasible over Cu-doped TiO2, however all three cat-
alysts exhibit promising results. Defects (OV and strain) enhance electron transfer from
defective TiO2 (OV-TiO2, Cu-doped TiO2) to empty π anti-bonding orbital of the adsorbed
N2, as the triple bond is weakened to 1.160 Åfor adsorption on OV-TiO2 and 1.163 Åfor
Cu-doped TiO2 compared to pristine TiO2 (1.155 Å). N2 adsorption over pristine and OV-
TiO2 was also studied by Yang et al. [62] who obtained similar results. They determined
physical adsorption over pristine catalyst and chemical adsorption over defective catalyst.
A negliglible electron transfer from TiO2 to N2 was determined by calculating charge den-
sity difference at an isovalue of 0.01 e Å−3. On the other hand, a notable charge density
difference at an isovalue of 0.05 e Å−3 was observed upon adsorption on the OVs i, indi-
cating sufficient electron transfer from the OV to N2 via back donation process, resulting
in bond elongation from 1.109 to 1.162 Å. G. Zhang et al. [64] also confirmed a suitability
of OVs , since the adsorption energies of all intermediates are calculated to be negative
and N2 is chemically adsorbed. Ti atoms located near OVs gather electrons, which are
then transferred to unoccupied π orbital in N2, leading to triple bond elongation and thus
activation of N2 (determined by calculating Bader charge and differential charge density).
The activation of adsorbed N2 is reflected in the elongation of triple bond from 1.113 to
1.138 Å. Another study, involving OV-defective TiO2 was done by Hou et al. [65], who
studied N2 activation over pristine TiO2 (101), OV-TiO2 (101), Ti3C2O2 and OV-Ti3C2O2
by calculating adsorption energies and charge density differences. Nitrogen is adsorbed
on Ti atoms and the adsorption energies are all negative. Both the charge density differ-
ence and negative adsorption energies of N2 over Ti atom of TiO2-based catalysts indicate
favorable nitrogen adsorption, especially over OV-defective TiO2.

Comer et al. [67] investigated the role of carbon in TiO2 photocatalyst using BEEF-vdW
DFT approach. A substitution of carbon by bridging oxygen atom was performed. A
carbon radical (C*), considered as an active site for N2 adsorption, is formed from hydro-
carbon, namely CH4, via a photooxidative mechanism. A C* active sites have a notably
strong N2 binding free energy of - 1.89 eV, but surface carbons have been reported to
be unstable. Liao et al. [68] proposed anatase TiO2 (101) facet, OV-TiO2 (101) and Ti3C2
MXene as an attractive co-catalyst to the P25 TiO2 photocatalyst for nitrogen fixation. Ad-
sorption energy calculations revealed a much stronger adsorption of N2 on the surface
of Ti3C2 MXene compared to pristine and OV-TiO2 (101) catalysts. Upon the adsorption
on the corresponding catalyst, N2 was activated and the triple bond prolonged to 1.351,
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1.156 and 1.113 Åwhen fixation occurred over Ti3C2 MXene, OV-TiO2 (101) and TiO2 (101),
respectively. The results indicate that oxygen vacancy defects and Ti3C2 MXene as a co-
catalyst both promote nitrogen photofixation compared to pristine TiO2 , however, MXene
exhibits better photocatalytic adsorption properties. Nitrogen adsorption and its activa-
tion on a OV-TiO2 (101) and F-modified TiO2 (101) were studied by Guan et al. [69].
Nitrogen was chemically adsorbed on the OV active site and the electrons are transferred
from the OV to the N2, while the latter receives 0.52 e and the triple bond is prolonged
from 1.09 to 1.18 Å. N2 adsorption over F defective TiO2 is more favorable compared to
the pristine catalyst, however OVs exhibit the best fixation ability. Sun et al. [45] exam-
ined DFT calculations to study N2 photoreduction over anatase TiO2 (101), Au4Ru2/TiO2
(101) and Au4Ru2(SCH3)8(P(CH3)3)2/TiO2 (101) photocatalysts. The adsorption of N2 if
more feasible wen it occurs via end-on adsorption configuration. Upon electron transfer
from Ru to the N2, N-N bond is prolonged from 1.13 to 1.14–1.16 Å, confirming nitrogen
activation. The authors perceived no significant effect of Au4Ru2(SCH3)8(P(CH3)3)2 in N2
activation as the distance between the Au4Ru2 cluster and the substrate added up to 2.57
Åand the binding energy of -0.28 eV per Au(Ru). Adsorption energies and charge density
differences of N2 adsorption over OV-BaTiO3(110) were determined by Zhao et al. [74]
using DFT-PBE approach. Upon the side-on adsorption of molecular nitrogen on the ac-
tive sites of the catalyst with the energy of -4.60 eV, the triple bond in N2 is prolonged
from 1.117 to 1.314 Å, indicating its activation. The charge density difference exhibited an
electron transfer from the catalyst to the nitrogen atoms based on the accumulation and
depletion of electrons.

Nitrogen adsorption modes were calculated on the surface of NV-g-C3N4. Ma et al. [75]
reported that only one of the investigated NV active sites is suitable for N2 adsorption.
The latter is activated on NV, while a sigma bond is formed between nitrogen atom and
C atom and the nitrogen bond is elongated from 1.107 to 1.242 Å. Nitrogen adsorption
on NV-g-C3N4 was also studied by Li et al. [76]. In this study, adsorption on two nitro-
gen vacancy sites on the surface of g-C3N4 was investigated. One NV exhibited physical
(NV2) and he other one chemical adsorption (NV1). Upon chemisorption of the nitrogen
molecule at position 1, the bond length increases from 1.107 to 1.242 Å, while no signif-
icant change in the triple bond length was observed upon physisorption at position 2.
DFT calculations were performed by Dong [77] to explore the nitrogen adsorption on NV-
g-C3N4 (bulk and (001) surface). The results showed that chemical adsorption occurrs
directly on the OV and the triple bond in N2 is prolonged from 1.117 to 1.214 Å. Hu et
al. [48] studied nitrogen adsorption on pristine and Fe3+ -g-C3N4. The results showed
that Fe3+ acts as an active site for the chemisorption of nitrogenand that a coordinative
Fe-N bond is formed with a length of 1.82 Åand the triple bond in nitrogen is prolonged
from 1.157 to 1.181 Å, which confirms nitrogen activation. On the other hand, nitrogen
is physically adsorbed on the surface of pristine g-C3N4 no change in bond length be-
tween two nitrogen atoms is observed during adsorption. The charge density difference
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and Mullikan charge value confirm the electron transfer from the Fe3+ active site to N2.
N2 fixation over SCNN-550 (sulfur-doped g-C3N4 with carbon vacancies) was performed
by Cao et al. [27]. They determined carbon vacancies (CV) as active sites for N2 adsorp-
tion and by calculating charge density difference confirmed electron transfer from CV to
adsorbed N2. Furthermore, the formation of -N2H and HN-NH intermediates has been
proposed, but the full mechanism has not been investigated.

Zheng et al. [28] performed DFT -PBE-D2 calculations to study nitrogen photofixation
over a boron-decorated melon-based carbon nitride. B was interstitially incorporated into
the melon-based C3N4 structure, replacing N or C atoms (BN or BC, respectively). Side-
on adsorption is the most feasible on Bint4, while end-on on Bint5 active site. The Bader
charge analysis revealed that 1.35 e is transferred from B to the melon-based CN, indicat-
ing that the B atom is a suitable active site for nitrogen adsorption and activation. The
electron transfer from B active site to adsorbed N2 was confirmed by charge density dif-
ference. The magnetic spin moment of the B atom is calculated to be 1.01 µ B, indicating
that spin-polarization also contributes to substrate activation. The adsorption energies
for the chemical adsorption of nitrogen on the surface of g-C3N4 (CN) and Ms-Cu-CN
were calculated by Hu et al. [50] using GGA-PW91 approach. When adsorbed on Ms-Cu
-CN (Cu-N bond length is 2.943 Å), the nitrogen triple bond was extended from 1.157
to 1.17 Å, confirming nitrogen activation. On the other hand, no significant change in
length of triple bond was observed upon adsorption on pristine g-CN compared to the
free nitrogen molecule. The charge density difference analysis and calculated Mullikan
charges revealed that electrons are transferred from the Cu+ active sites to the nitrogen
molecule. DFT method with the GGA-PBE functional was used to calculate the free en-
ergy change for the HER process and the adsorption energies of nitrogen photofixation on
the Fe-EDTA graphitic carbon nitride nanosheets [79]. The adsorption energies showed
that nitrogen molecule is physically adsorbed on the surface of CNNS and EDTA-CNNS
and chemically on the surface of Fe-EDTA-CNNS. Liang et al. [80] used DFT calculations
to study adsorption energies of nitrogen on boron-doped ultrathin carbon nitride and
concluded that adsorption is the most feasible over BNUCNx-B2. The triple bond is in
the latter case prolonged to 1.256 Å, implying its activation. Both NVs and boron-doping
affect promote N2 fixation. The Mulliken charge analysis revealed that the cyano group (-
CN) acts as an electron acceptor and that the B atom as a dopant enables electron transfer
to the nitrogen molecule. The end-on and side-on adsorptions of the nitrogen molecule
on a metal-free B@g-CN were considered by X. Lv et al. [29]. Since the photocatalyst
can be exposed to impurities, the adsorption of the CO2 molecule was also investigated
and excluded as a possible impurity. Even though, water and oxygen molecules can be
reduced, enough active sites for N2 adsorption is provided. The Bader charge analysis
showed that 1.42 |e| is transferred from the B atom to the g-CN. K. Wang et al. [51] cal-
culated Hirshfeld charges, charge density difference analysis and DOS of N2 activation
over pristine and Co-doped g-C3N4. The results show that nitrogen adsorption is more
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feasible over Co-doped catalyst, which provides chemical adsorption and prolongation of
triple bond from 1.175 to 1.178 Åwhen adsorption occurs on Co active site. On the other
hand, physical adsorption is possible over pristine catalyst. The total Hirshfeld charge
analysis show lower charge carrier flow from the bulk catalyst to N2 compared to charge
transfer from Co-doped catalyst to the adsorbed N2. Another study of N2 activation over
pristine and vacancy rich g-C3N4 was carried out by Shi et al. [81]. Three active sites were
predicted and explored for nitrogen fixation on vacancy rich g-C3N4, namely on oxygen
atom, hydroxyl group and on undoped g-C3N4 active site. The aforementioned active
sites were depicted as A, B and C, respectively (Fig. 5).It was reported that adsorption at
the C adsorption site is the most feasible. It was also observed that the adsorption energies
increased (at the site A for 3-times, at the site B for 2.3 times and at the site C it remained
unchanged) when O atoms or OH groups were introduced into the g-CN structure.

Figure 5: Three adsorption modes on vacancy-rich g-C3N4 for N2 adsorption, denoted as A, B and C [81].

Li et al. [83] confirmed that N2 is chemisorbed on the surface of VN-CN and VN-SCN,
however the adsorption is more feasible over VN-SCN, implying a significant role of sul-
fur dopant. In the latter case triple bond is prolonged from 1.157 to 1.415 Å. The electron
transfer from NV to the antibonding orbital of nitrogen was confirmed by charge density
difference analysis. Guo et al. [84] also confirmed a beneficial role of doping, as they in-
vestigated N2 fixation over pristine and Mo-immobilized g-C3N4. For the latter, chemical
adsorption of N2 via end-on adsorption configuration on a Mo active center was deter-
mined with significantly lower adsorption energy compared to adsorption on pristine
catalyst and bond prolongation from 1.11 to 1.15 Å. Water adsorption was also studied,
however its adsorption energy is much higher (-0.391 eV) and does not endanger N2 fix-
ation. Liu et al. [85] theoretically investigated nitrogen adsorption over NV-GaW, which
was chosen due to its high surface activity and stability. The results show that the nitro-
gen molecule is physically adsorbed on the surface of pristine GaN, while it is chemically
adsorbed on the surface of nitrogen vacancy rich GaN. In the latter case, N2 is adsorbed
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on NV active site ad the triple bond is prolonged from 1.11 to 1.28 Å, implying its acti-
vation. Differential charge density (calculated at the isosurface of 0.002 e/Å3) and Bader
charges revealed that electrons are transferred from Ga to the antibonding orbital in N2
upon adsorption on the surface of GaN.

J. Li et al. [30] confirmed side-on adsorption of N2 at the N3 site of the Pt-SACs/CTF cat-
alyst. AIMD simulations were performed to simulate and determine the thermodynamic
stability of the Pt-SACs/CTF and N2-Pt-SACs/CTF. The results revealed that both struc-
tures are stable under simulation conditions and reaction temperature of 300 K. The Bader
charge analysis showed that electrons are transferred from the Pt atom (active site) to the
CTF framework, as the calculated Bader charge for Pt atom adds up to +0.43 e. Charge
density difference of the Pt-SACs/CTF showed that the change in the electron density
occurs due to the formation of the Pt-N bond upon Pt introduction into the SACs/CTF
catalyst.Wang et al. [31] studied N2 adsorption on dual-metals (M1M2) loaded on the sur-
face of g-C2N4. End-on and side-on nitrogen adsorption configurations were proposed
and results showed that FeMo, MoW, NiMo and TiMo can be considered as efficient pho-
tocatalysts. On the latter photocatalysts, the adsorption occurs on Fe, W, Ni and Ti active
sites. Electrons are transferred from Mo to Fe (0.43 e), W (0.38 e), Ni (0.36 e) or Ti (0.33 e)
and then further to antibonding orbital of N2. The authors investigated adsorption on a
FeMo dual-metal deposited on N-doped graphene, which thermodynamic stability was
confirmed by AIMD simulations. Charge density difference analysis showed the accumu-
lation of charge on N2 and its depletion on a FeMo active site, confirming electron trans-
fer from the dual metal to the adsorbed nitrogen molecule. Nitrogen adsorption together
with the charge transfer between the VN-g-C3N4 and VN-P-g-C3N4 photocatalysts and
N2 were studied by Wang et al. [87]. The adsorption energy was much smaller when it
occurred on a phosphorus doped photocatalyst compared to the P-free catalyst (-3.52 eV),
suggesting that the P atom promotes nitrogen fixation ability. Feasibility of P doping is
reflected also in prolongation of triple bond from 1.157 to 1.399 Å. The charge density dif-
ference confirmed that electrons are transferred from NV to the N2, which are generated
upon P doping. Liu et al. [88] investigated adsorption energies of Ru11 clusters loaded
on E-g-CN layer and on the edges of two layers of B-g-C3N4, respectively. Ru11 cluster
was especially attractive as it contains B5 sites, which are considered as active sites for
nitrogen adsorption and activation. Nitrogen adsorption on Ru11/B-g-C3N4 was found
to be more feasible than over Ru11/E-g-C3N4. N2 is adsorbed via side-on configuration
which was determined to be more stable than -on configuration. Work functions were
also calculated and revealed a possible electron transfer from E-g-CN and B-g-CN to Ru
clusters with the values of work functions of 5.4, 4.13 and 3.93 eV for Ru11, E-g-CN and
B-g-CN, respectively.

Hou et al. [91] investigated N2 adsorption on the surface at the thee actives sites of
Fe1O4/C- PPH3/Na, however, they also calculated adsorption energies on the surfaces
of O2/C and Fe1O4/C and revealed that the adsorption is the most feasible on Fe1O4/C
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when N2 is adsorbed via end-on configuration. Qin et al. [92] studied different N2 ad-
sorption modes on the Ti3C2 (001) surface, which was found to be more feasible when it
occurred via side-on configuration. The latter was determined based on lower adsorption
energy and higher bond prolongation (to 1.334 Å). Electron transfer from d-orbital of Ti to
N2 was confirmed by charge density difference. Shao et al. [93] made an extensive study
of various MXenes, M2X (M=Mo, Ta, Ti, W and X = C and N), as promising catalysts
for NRR. N2 adsorption was proposed on the top of the metal atom (TM), the hexagonal
center (HC), top of X atom (TX), namely in perpendicular, parallel (Ta, Ti based MXenes)
or tilted (Mo2C, W2C) mode. The calculated binding energies (adsorption energies) were
all negative, indicating that nitrogen adsorption was favorable on all MXenes, however it
is the most feasible over Ta2C, Ta2N, Ti2C and Ti2N. Charge density calculations showed
that photogenerated electrons are transferred from M2X to N2 which is activated and triple
bond prolonged to ∼ 1.20 – 1.95 Å.

Nitrogen activation was explored by Yang et al. [39] and M4@B36N36 clusters were con-
sidered as photocatalysts for N2 activation. They proposed 11 metals to be caged into
the B36N36 structure, however Sc, Ti, V, Cr, Y, Zr, Mo and W were chosen to be included
in the cluster structures due to their ability to perform side-on adsorption of nitrogen
molecule. Nitrogen was adsorbed on the aforementioned clusters and the electron trans-
fer from cluster to N2 was confirmed by charge density difference and N2 activation by
prolongation of triple bond in the range between 0.09 and 0.12 Å.Y4@B36N36 exhibited
the lowest adsorption energy of -0.76 eV and depleted the highest amount of electrons
(0.72 eV). Songmei Sun et al. [52] confirmed N2 activation over BiO quantum dots, as
the triple bond is prolonged rom 1.09 to 1.12 Å. The coverage of water molecules is high
and is found to enhance nitrogen activation, as N2Hn is readily desorbed from the surface
when water molecules were added.

N2 end-on chemisorption was suggested over OV-defective (001) and (010) BiOCl facets
by Li et al. [94]. Upon nitrogen adsorption on the (001) surface, the triple bond is elon-
gated from 1.078 to 1.137 Å, whereas upon the adsorption on the (010) surface it is elon-
gated to 1.198 Å, indicating (010) surface is more favorable for nitrogen activation. Charge
density difference calculations showed that electron transfer from OV of OV-BiOCl (010)
to N2 is more efficient than transfer from OV-BiOCl (001) to N2, which was confirmed
also by Bader charge analysis, implying higher activation over (010) surface. Li et al.
[95] attempted to perform chemical adsorption of N2 on H-stabilized BiOBr001, but the
latter was excluded due to the weak interaction between the nitrogen molecule and the
photocatalyst.When considering the OV-BiOBr (001) photocatalyst, N2 was adsorbed via
a side-on configuration and was associated with two nearest-neighbor OV defects. Ac-
tivation of the nitrogen molecule during adsorption on OV-BiOBr (001) was confirmed
by charge density differences and Bader charge calculations. Electron transfer along with
elongation of triple bond upon the adsorption on BiOCl-OV was studied by Wu et al. [98]
who reported that nitrogen is adsorbed on the OV of OV-BiOCl via end-on configuration
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and activated while triple bond is prolonged to 1.173 Å. Higher activation is observed
when Br atom is doped, which is consistent with bond prolongation to 1.184 Å.

Li et al. [99] studied nitrogen adsorption on BMO (Bi2MoO6) and OV-BMO-OH (010)
surfaces. DFT+U calculations using GGA-PBE showed that nitrogen was activated upon
adsorption on both photocatalysts, but the activation was higher when adsorbed on the
OV-rich BMO (010). The adsorption energy of nitrogen on OV-BMO 010 is lower and
the triple bond is elongated to 1.209 Å, indicating more favorable adsorption over OV-
defective catalyst. Jun Di et al. [54] conducted DFT+U calculations to study the adsorption
on the pristine and defective Bi3O4Br catalyst. The results showed that nitrogen adsorp-
tion on BiOV-defective Bi3O4Br is more feasible than adsorption on the pristine catalyst.
[101] C. Zhang et al. performed spin-polarized DFT calculations of N2 fixation over c-
PAN (cyclized polyacrylonitrile) /Bi2WO6. The nitrogen atoms in c-PAN act as active
sites for nitrogen adsorption and its activation which occurs upon electron transfer from
the unsaturated N atom in to the antibonding orbital in N2 (determined by Bader charge
analysis). Xue et al. [103] studied N2 adsorption on the pristine and OV-rich BiOBr (001)
surface. Nitrogen is activated upon adsorption on the OV-BiOBr, as the triple bond in
N2 is prolonged from 1.11 to 1.24 Å. P. Li et al. [104] investigated nitrogen adsorption
over pristine Bi5O7Br , OV- Bi5O7Br and Bi5O7Br + O (additional O atom).using DFT-PBE.
Adsorption is the most feasible over OV-Bi5O7Br. Ni-OV-BiOBr exhibited the lowest ad-
sorption energy of N2 among all investigated photocatalysts (BiOBr, OV-BiOBr, Fe-BiOBr,
Mo-BiOBr, Ni-BiOBr, Fe-O-BiOBr, Mo-O-BiOBr and Ni-O-BiOBr). Even though Chen et al.
[55] determined Ni-doped catalyst (Fig. 6) as a catalyst with the lowest adsorption energy
of N2, Bader charge analysis shows more efficient electron transfer from Fe-OV-BiOBr
(102) to N2. Both catalyst are therefore considered as promising for nitrogen activation.

Zhao et al. [40] examined adsorption energy calculations over a pristine, OV-defective and
OV-strain-CuCr-LDH and -ZnAl-LDH. Introduced defects (OVs) lowered the adsorption
energy of N2 on both CuCr-LDH and ZnAl-LDH catalysts. Similar conclusion was made
by Zhang et al. [105] who studied adsorption over pristine ZnAl-LDH, OV-ZnAl-LDH
and Cu-doped (Cuσ+) -OV-ZnAl-LDH. Cu doping exhibited the lowest adsorption energy
and the most feasible electron transfer from unsaturated Cu active site to N2 (confirmed
by charge density difference and Bader charge). Another study was done by Zhao [41]
who observed stronger adsorption of N2 over unsaturated Zn active sites of ZnCr-LDH
compared to adsorption over saturated Zn active sites.

Zhang et al. [56] calculated DOS and electron transfer for N2 fixation over Ce-CUS photo-
catalyst. It was observed that Ce 4f orbitals overlap with the pi anti-bonding orbital of N2,
indicating that electron transfer occurs from Ce to N2 and prolongs triple bond to 1.117
Å. G. Li et al. [107] studied the adsorption and electron transfer from Cr and Fe active
sites of MIL-101(Cr) and MIL-101(Fe), respectively, to the adsorbed N2 molecule. Adsorp-
tion energy is lower over Fe active sites, whose feasibility was confirmed by calculating
charge density difference. The latter show a negligible transfer from the Cr to N2 and a
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Figure 6: Optimized structures of: a) pristine BiOBr, b) OV-BiOBr (2x2x1) supercell, Fe/Mo/Ni-BiOBr (2x2x1)
supercell d) OV-Fe/Mo/Ni-BiOBr (2x2x1) supercell [55].

significant transfer from Fe active site to N2. Chemical adsorption of N2 over Gd-IHEP-7
and Gd-IHEP-8 surfaces was studied by Hu et al. [42]. The adsorption via end-on con-
figuration is lower over Gd-IHEP-8, which is also consistent with bond prolongation to
1.106 Å.

The adsorption of N2 and H2O on the Fe active site of FeSMoS was theoretically examined
by Azofra [32]. Adsorption of N2 is comapred to adsorption of H2O more spontaneous
(negative Gibbs free energy). Bader charge analysis shows electron transfer from Fe to
MoS2, indicating that Fe could be a suitable active site for N2 fixation. Furthermore, NBO
(Natural Bonding Orbital Analysis) was performed to investigate the N-Fe interaction
when the nitrogen is chemically adsorbed on the Fe atom. S. Hu et al. [109] studied N2
adsorption on pristine and SV-CdS (111) facet. Lower adsorption energy and larger bond
prolongation (from 1.164 to 1.213 Åof N2 adsorbed on SV of CdS (111) indicate favorable
presence of SV.

N. Zhanf et al. [110] explored N2 adsorption on pristine W18O49 and Mo-doped W18O49.
N2 approaches toward W-W dimer in pristine catalyst via end-on configuration and ex-
hibits lower adsorption energy when it is adsorbed on Mo active site of Mo-doped W18O49.
The charge density difference shows that N2 is polarized when adsorbed on the Mo active

30



site, as the charge difference increased from 0.45 to 0.58 e.

Liu et al. [111] conducted broken symmetry DFT to study the binding energies between
N2 and the precursors of FeMoS-FeS-SnS, FeMoS-SnS and FeS-SnS. These chalcogels were
selected as local fractions for nitrogen adsorption. It was observed that N2 is adsorbed
on Mo or 4-coordinated Fe active site. Binding of N2 to the Mo active site required 9.6
kcal/mol, while binding to 4- reduced Mo2Fe6S8(SPh)3 was slightly thermodynamically
feasible (-0.8 kcal/mol) and binding to 5- reduced photocatalyst was more feasible for
-7.3 kcal/mol. The triple bond in the nitrogen molecule was extended to 1.098 Åwhen
nitrogen was adsorbed on the 5-state. When nitrogen was adsorbed on the Fe atom in
Mo2Fe6S8(SPh)3, δ of the binding energies were 27.3, -1.6, and -8.6 for the 3-, 4-, and 5-
states, respectively. The length of the nitrogen triple bond was 1.111 Åwhen the nitrogen
is adsorbed in the 5-state. This indicates that the Fe active site was best for nitrogen
adsorption, while the binding energies were lower compared to adsorption at the Mo
active site. When nitrogen interacted with the Mo active site, the sulfur bridging ligand
left the Mo atom and moved to the opposite Mo atom. On the other hand, when nitrogen
interacted with the Fe atom, the chloride ligand was removed and the Fe-S-Sn bridge was
disrupted. The predominant interactions were van der Waals forces. When nitrogen was
adsorbed onto [Fe4S4Cl4]2−, the binding was similar to the binding of nitrogen to the Fe
atom as the chloride ligand was removed. The binding energies for adsorption of N2 in
the 2-, 3-, and 4-states were thermodynamically less favorable and were (δ) 27.4, 19, and
5.4 kcal/mol for the 2-, n3-, and 4-states, respectively. The triple bond was extended from
1.098 to 1.116 Åwhen nitrogen was adsorbed on the 4-state of [Fe4S4Cl4]2−.

Shen et al. [112] studied a BPNS/CdS (0001) photocatalyst and calculated a charge density
difference. It was observed that BPNSs accumulate electrons that are transferred from the
CdS and that the Fermi level of the CdS (-0.06 V vs RHE) lies lower than of the BPNS (0.46
V vs RHE). Gao et al. [113] examined DFT calculations using PBE functional to study ni-
trogen adsorption on CdS (002), NiS (211) surfaces and on Ni-doped CdS surface.Among
them, Ni-doped CdS exhibited the lowest adsorption energy and Ni dopant is therefore
considered as promising for N2 activation, which was also confirmed by charge density
difference calculations.

Yuan et al. [114] investigated the adsorption on single Ru, Co atoms, S-vacancies in CoSx,
and on Ru-Co center in Ru/CoSx, which was found to be the most feasible over Ru-Co
center in Ru/CoSx, which is consistent with the longest width of extended triple bond
in N2 compared to the activation on other catalysts. Ru loaded on SV-CoS/CN reduces
sulfur vacancies and accepts electrons from CoSx. The excitons are dissociated and trans-
ferred from CN and CoSx to Ru in Ru/CoSx and further to N2. WS2 monolayer with S-
vacancy was formed and studied by Ma et al. [115]Transition metal single atoms (Sc, Ti, V,
Cr, Fe, Co, Ni, Cu, Nb, Mo, Te, Ru, Rh, Pd, Ag, Cd, W, Pt, Au were anchored on S-vacancy
(SV) and SV formation was determined to be a spontaneous process. They concluded that
Ni is the most promising transition metal for nitrogen chemisorption, which occurs via
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end-on configuration, alluding on a distal or alternating mechanism to be predominant.
Electron transfer from Ni-catalyst to N2 was determined by Hirshfield charge analysis,
revealing N2 activation and triple bond prolongation to 1.19 Å. Hue et al. [44]examined
spin-polarized DFT calculations with PBE functional to study nitrogen adsorption over
OV-S rich- and OV-S-poor TiO2−xSy (101). The results show that N2 adsorption over OV-
S-rich TiO2−xSy is more feasible due to lower adsorption energy, however, S doping was
found to be more feasible compared to OVs. Oshikiri et al. [117] investigated the adsorp-
tion on β Ga2O2 (111) facet. Nitrogen is adsorbed over Ga active site with an energy of
-0.975 eV and the triple bond is prolonged to 1.159 Å. Electrons are transferred directly
(photogenerated electrons) or through carbonaceous radicals that are formed during the
reaction. DFT-PBE approach was applied to study nitrogen photofixation on LaFeO3 (121)
surface [118]. Upon chemical adsorption at the Fe active site of the catalyst, the nitrogen
molecule is activated and the triple bond prolonged from 1.081 to 1.167 Å. The activation
is explained as a pull and push process, since Fe3+ is considered as an adsorption site for
N2. Furthermore, hydrogen bonding group is proposed as a second (additional) active
site for nitrogen activation. ’Pull and push’ process is explained in the Fig. 7.

Figure 7: Pull and push process of N2 activation over LaFeO3 [118].

Nitrogen activation was studied by Wang et al. [120] on the Bi2WO6 (010) surface. The
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attention is paid to the active sites of Bi and W near oxygen vacancies, since the triple
bond in N2 is prlonged from 1.155 to 1.189 and 1.159 Åin the presence of low valence W
and Bi sites, respectively. Liu et al. [122] investigated charge transfer from Bi-Br facet and
O-ter+H+OV to adsorbed N2. The Hirshfeld charge analysis shows that the electrons are
transferred from Bi-Br facet to the nitrogen adsorbed via end-on, side-on and bridge-on
configurations. N2 is also activated upon charge transfer from O-ter+H+OV facet to the π
antibonding orbital in N2.

In Section 2.2 we summarized the principles of N2 adsorption. In this section we reviewed
N2 adsorption and activation properties, such as adsorption modes, energies, adsorption
configurations and activation, which was determined by calculating Bader or Hirshfeld
charges, charge density differences and prolongation of triple bond in N2. Generally, ni-
trogen is adsorbed via end-on or side-on configuration. Adsorption modes depend on
the catalyst structure, however, it can be summarized that vacancies and dopant atoms
(cocatalyst) are considered as active sites for N2 adsorption. Upon the adsorption, elec-
trons are transferred from the catalyst to the π antibonding orbital in N2 and the triple
bond in N2 is prolonged, resulting in activation of the adsorbed molecule [7–9, 14]. Elec-
tron transfer can be accompanied by calculating charge density differences and Bader or
Hirshelfed charges. In addition, it is important to be cognizant to the strength of adsorp-
tion. Physisorption is too weak for the chemical reaction to occur, while on the other
hand too strong adsorption leads to the poisoning of the catalyst surface with intermedi-
ates and products, which affects negatively on the photocatalytic activity [128]. The latter
was demonstrated in the study of N2 adsorption performed on dual-metals loaded on the
surface of g-C3N4. Wang et al. [31] reported that nitrogen adsorption via end-on config-
uration on CrCo, FeCo and MnMo/gCN occurred via physisorption, as the adsorption
energy added up to ∼ - 0.50 eV. On the other hand, adsorption over CrFe and TiW/gCN
occurred too strongly (∼ -2.00 eV) and the ammonia molecule was difficultly desorbed
from the catalyst surface. Other considered dual metals were found to be suitable for N2
adsorption and further reduction, as the adsorption energies were calculated in the range
from -1.01 to -2.09 eV.

4.3. Reaction mechanism
The mechanism of nitrogen reduction over Fe-doped TiO2 (101) was proposed by W. Zhao
et al. [60]. They proposed an alternating pathway for N2 reduction to NH3. ·H required
for reduction is provided from water, which accepts electrons from TiO2 surface and yields
·H.Y. Zhao et al. [36] calculated Gibbs free energies for first and second hydrogenation of
N2 on pristine, OV and Cu-doped TiO2. They concluded that the adsorption and activa-
tion of nitrogen is the most favorable on TiO2-OV-strain photocatalyst. Comer et al. [63]
theoretically investigated nitrogen photoreduction and oxidation on pristine, OV defec-
tive and Fe-doped rutile TiO2 (110). They calculated the surface free energy, coverage and
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coverage probability for H2O, N2, O2 and OH adsorbed on the aforementioned photocat-
alysts. Dissociative and associative pathways were proposed for nitrogen adsorption on
pristine rutile TiO2 (110) and free energy diagrams were calculated, indicating unfavor-
able nitrogen reduction while the energy barriers are too high. However, the associative
pathway is found to be more favorable compared to the dissociative pathway. G. Zhang
et al. [64] calculated adsorption energies for all intermediates formed during hydrogena-
tion of nitrogen on OV-anatase TiO2(101)). The mechanism of reduction was not fully
described, but only energy values for photocatalyst, nitrogen and intermediates (N2H,
N2H2, N2H3, N2H4, NH2 + NH3 and NH3) were presented. Comer et al. [67] examined
photooxidation of CH4 hydrocarbon to form C* radicals, that are incorporated into the
structure of TiO2. Specifically, bridging oxygen atoms are replaced by carbon radicals.
The photooxidation of CH4 to C* is thermodynamically feasible since it is exothermic.
The researchers proposed distal mechanism for nitrogen reduction on carbon active sites
in C-TiO2. The potential-limiting step for nitrogen reduction is first hydrogenation of C*-
N2 to C*-N2H. After desorption of second ammonia molecule, C*H3 must be regenerated
to generate C*. It is worth mentioning that carbon rich TiO2 provide nitrogen photore-
duction to ammonia, although the reductive driving force for CH4 oxidation is relatively
small (> 1eV).

Guan et al. [69] calculated adsorption energies over pristine, OV defective and F-defective
TiO2 (101) photocatalyst. The desorption of a second ammonia molecule with an energy
barrier of 1.65 eV is calculated as a rate-determining step for NRR over OV-TiO2 (101).
On the other hand, for the adsorption of N2 on F-OV-TiO2 (101), the formation of NNH*
with an energy barrier of 1.61 eV is determined as the rate-determining step. Proposed
reaction pathway over OV-TiO2 can be written as follows: *N2 → NNH* → NNH2* →
NHNH2*→ NHNH3*→ NH* + NH3 → NH2*→ NH3*→ NH3. The authors suggested
that NRR occurs preferentially over F-OV-TiO2, because both OVs and hydrophobic F
promote nitrogen fixation and activation. Sun et al. [45] examined DFT calculations to
investigate nitrogen photofixation over OV-TiO2 (101) and Ag4Ru2/OV-TiO2 (101) pho-
tocatalysts. Firstly, they suggested water photolysis to provide hydrogens as the proton
source for nitrogen reduction. They proposed OV defects on the surface and on the sub-
surface of TiO2 and calculated kinetic barriers of 0.09 and 0.02 eV for water oxidation
on the surface and subsurface OV-defective TiO2 (101). Moreover, the authors exhibited
three reaction pathways for nitrogen reduction, namely distal, alternating and enzymatic.
They concluded that nitrogen photoreduction is more likely to occur on Ru active site of
Au4Ru2/TiO2 (101) through alternating and distal pathways.

Qian et al. [73] explored a reaction mechanism for nitrogen photoreduction over a OV-
TiO2 photocatalyst. They suggested to start the NRR with a distal mechanism, proceed
with alternating and finish with enzymatic pathway. Based on the calculated results, it
can be concluded that the formation of the second ammonia is considered as a potential
limiting step for NRR. Moreover, OVs facilitate nitrogen reduction. Free energy profiles
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for N2 adsorption on oxygen vacancy rich-BaTiO3 (110) were calculated by Zhao et al.
[74]. The results show that the rate-determining step of NRR is desorption of the first
ammonia molecule formed by successive hydrogenation of adsorbed N2. After a Lorentz
force of 0.01 q was applied, the magnetic field was induced and the reaction energy of
the rate-determining step decreased from 1.66 eV to 1.39 eV. The results suggest a fa-
vorable ferromagnetic properties of BaTiO3, as the spontaneous polarization electric field
promotes charge carrier separation and thus enhances the photocatalytic activity. Li et al.
[76] proposed a dissociative mechanism for NRR over NV-P-doped g-C3N4. The water
molecule is adsorbed on the P atom, whereas dissociation of nitrogen triple bond occurs
on the C3+ atom, which contains 2 unpaired electrons and meleme center. In addition, no
adsorption centers for N2 adsorption are located next to the nitrogen vacancy.

Zheng et al. [28] theoretically studied nitrogen activation over boron-decorated melon-
based carbon nitride. A reaction mechanism at the Bint4 active site was investigated.
Distal, alternating and enzymatic pathways were proposed to study the nitrogen pho-
toreduction process, and Gibbs free energies were calculated for all intermediates formed
during the reduction process. The required potentials for distal and alternating pathways
are higher than the potential of B/g-C3N4 (-1.21 V), indicating that the distal and the alter-
nating pathways are not the most feasible for NRR. In the enzymatic side-on pathway the
nitrogen adsorption requires the ∆G of -1.16, which is lower than in the both end-on path-
ways. The enzymatic pathway is considered to be most feasible among all three pathways
studied. Yao et al. [79] applied DFT calculations to study nitrogen fixation and hydrogen
evolution reaction on Fe-EDTA-CNNS catalyst. The free energy diagram for the HER re-
action process showed a significant change in the free energy of the intermediate H* (0.94
eV), indicating that the HER reaction occurs at the surface of the photocatalyst. Guo et al.
[84] proposed distal and alternating reaction mechanisms for nitrogen adsorption on the
Mo-immobilized CN with the end-on configuration. The formation of the N2H* interme-
diate is a rate-determining step. Li et al. [30] proposed distal and alternating mechanisms
to explain the nitrogen photoreduction over Pt-SACs/CTF catalyst. Gibbs free energy
profiles for nitrogen reduction on the Pt-SACs/CTF catalyst were calculated to explore
which of the above mechanisms is thermodynamically more favorable. In the alternat-
ing mechanism only the first hydrogenation process is endergonic, while the others are
exergonic, indicating that alternating mechanism is thermodynamically more favorable
compared to distal pathway (Fig. 8).

Wang et al. [31] studied 16 dual-metal graphitic carbon nitrides as a promising catalysts
for photo(electro) NRR. They compared alternating, distal and enzymatic mechanisms
based on calculated Gibbs free energies and energy barriers for individual steps. It was
observed that among all photocatalysts studied, FeMo/gCN possesses the best charge
transfer ability. Multiple metal active centers enhance nitrogen reduction process. The
HER reaction (H adsorption) was also studied. The adsorption energies for nitrogen re-
duction on 4 photocatalysts were compared to adsorption energies of H adsorption. It
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Figure 8: Intermediates formed during the distal and alternating pathways [30]

was observed that on FeMo, TiMo and NiMo nitrogen rather than hydrogen adsorption
prevails, while adsorption energies for nitrogen and hydrogen adsorption are very similar
in the case of MoW. Liu et al. [88] examined spin-polarized DFT calculations with a PBE-
GGA+U approach to examine NRR on Ru/E-g-C3N4 and Ru/B-g-C3N4. It was found that
N2 reduction could undergo an associative pathway over a Ru/E-g-C3N4 photocatalyst
and a dissociative mechanism over a Ru/B-g-C3N4 photocatalyst. NRR over both pho-
tocatalysts showed the same rate determining step, namely the transformation of end-on
to side-on adsorption configuration of N2. Based on the adsorption results, Hou et al.
[91]investigated NRR via hybrid distal to alternating pathway, when N2 is adsorbed via
end-on configuration at Fe active sites of Fe1O4/C. However, they also proposed an enzy-
matic pathway (Fig. 9) and calculated Gibbs free energies of the intermediates. The rate-
limiting step of NRR via a hydrid distal to alternating pathway is the first hydrogenation
of N2. HER (hydrogen evolution reaction) was also studied and the H adsorption energy
of Fe1O4/C was lower than the N2 adsorption (-0.80 eV) , confirming the preferential ad-
sorption of nitrogen. Among all proposed pathways, alternating was defined as the most
promising.

The reduction of N2 on different MXens (M2X (M=Mo, Ta, Ti, W and X = C and N) was
theoretically studied by Shao et al. [93]. They proposed a distal and an enzymatic path-
way for NRR. It was found that reaction on Mo2C and W2C is more feasible compared to
Ta- and Ti-based carbides and nitrides. Yang et al. [39] carried out spin-polarized DFT-
D3 calculations to reveal the NRR mechanism over M4@B36N36, where considered metals
were Sc, Ti, V, Cr, Y, Zr, Nb, Mo, Hf, Ta and W. Due to side-on nitrogen adsorption config-
uration, only enzymatic pathway was theoretically explored. Gibbs free energy calcula-
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Figure 9: A) A hybrid pathwy proposed for N2 fixation over the Fe1O4/C catalyst. B) A shematic representa-
tion of photocatalytic NRR over the Fe1O4/C catalyst [91].

tions of NRR over Mo4@B36N36 showed that a rate-determining step is the hydrogenation
of *NH2 to *NH3. On the other hand, when Ti, V, Cr and W metals were considered in
clusters, the rate-determining step is the formation of *NH2-NH2. Furthermore, for Sc,
Y and Zr-containing photocatalyst, the rate determining step is reported to be the pro-
tonation of *NH-NH to *NH-NH2. It can be seen that the step, which is considered as
rate-determining, strongly depend on the transition metal chosen. Li et al. [94] studied
a mechanism for nitrogen reduction to ammonia on OV-BiOCl (001) and (010) facets by
means of DTF+U. Relative energies of the intermediates formed during distal and alter-
nating pathways were calculated. It was proposed that nitrogen reduction on OV-BiOCl
(001) follows the distal pathway, while the NRR on BiOCl (010) follows the alternating
pathway. The nitrogen reduction reaction was theoretically predicted by Liu et al. [97] on
the surface of Bi3FeMo2O12. They investigated an associative and dissociative pathways
and found that the limiting step for nitrogen reduction on OV-free catalyst are the for-
mations of 2NH2 and 2N*, respectively. It was also observed that a small amount of OV
enhances nitrogen activation, as the stability of the N-OV-Bi3FeMo2O12 is observed to be
higher. Furthermore, the presence of OVs on the photcatalyst surface result in higher sta-
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bilization of adsorbed intermediates (N, H, NH) . DFT calculations using GGA-PBE were
performed to study a reaction mechanism of nitrogen reduction over OV-BiOBr (001) facet
[103]. The authors proposed a distal pathway for this investigated NRR, while the first
hydrogenation occurs at the distal N atom. Li et al. [104] theoretically explored a possible
mechanism for NRR over the pristine Bi5O7Br, OV-Bi5O7Br and Bi5O7Br+O. A reaction
step in distal mechanism from *N-NH2 to *N-NH3 proved to be the one with the largest
energy barrier and is therefore considered as a rate-determining step. It was concluded
that among all three photocatalysts, Bi5O7Br-OV is the most promising for nitrogen pho-
toreduction.

Zhao [41] proposed and explored a possible reaction mechanism of NRR at the saturated
and unsaturated Zn active sites of ZnCr-LDH. The rate-determining step is the cleavage
of the nitrogen triple bond. Li et al. [107] studied a mechanism for ammonia synthesis on
MIL-101(Cr) and MIL-101(Fe), and calculated Gibbs free energies for the first and second
hydrogenations of N2. They suggested that two successive hydrogenations occur at the
distal N atom. Reported Gibbs free energy values reconfirm that the Fe active site can
be considered more promising compared to the Cr active site. The mechanism of pho-
tocatalytic NRR on the surfaces of Gd-IHEP-7 and Gd-IHEP-8 was explored by Hu et al.
[42] and the free energy diagram was calculated. The authors proposed alternating and a
distal pathways and found an endothermic first hydrogenation of N2 on Gd-IHEP-7 and
an exothermic one on Gd-IHEP-8.

Azofra et al. [32] studied a possible pathway for N2 reduction on Fe-deposited MoS2.
Upon the first hydrogenation, Fe-NNH· is formed and converted into NNH2 interme-
diate (∆ G= 0.85 eV and ∆G= 0.13 eV), suggesting a distal pathway for the reaction
studied. DFT calculations were carried out to reveal a possible reaction mechanism of
nitrogen photoreduction on SV-1T-MoS2/CdS composite [108]. The first hydrogenation
on the distal N atom was determined as an exergonic process. The second hydrogenation
was suggested to occur on the distal and the binding N atoms, resulting in a 0.4 eV lower
free energy of the *NHNH intermediate compared to *NNH2, suggesting that the NRR
undergoes alternating pathway. Shen et al. [112] suggested two possible reaction path-
ways for photocatalytic NRR on the surface of BPNSs/CdS. In this study, they proposed
a distal reaction pathway for the photocatalytic nitrogen reduction at the surface P active
sites and calculated the associated Gibbs free energies for all intermediates. Han et al.
[43] proposed a possible reaction pathway of NRR on the ZnV-Zn3In2S6. Zn-vacancies
as cationic defects were considered as active sites for nitrogen adsorption. End-on ad-
sorption of N2 and its activation was followed by first hydrogenation by H+ delivered
from the methanol (the hole sacrificial agent used in the reaction). ALternating mecha-
nism was proposed and investigated. Zn-deficient Zn3In2S6 increase nitrogen activation
compared to untreated Zn3In2S6, indicating a favorable existence of Zn vacancies. Yuan
et al. [114] propounded an enzymatic pathway (Fig. 10) for nitrogen reduction on the
Ru(001)/CoSx(101) catalyst. The rate-limiting step is the formation of *NH-NH2 from
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*NH-NH. When N was first hydrogenated on the Co atom, the overall change in free en-
ergy for the formation of *NH-NH2 was calculated to be 0.27 eV (from 0.0 to +0.27 eV),
indicating that Ru is more favorable for first hydrogenation compared to Co in Ru-Co
active site.

Figure 10: A reaction mechanism of NRR over Ru-Vs-CoS/CN [114].

S vacancy defective WS2 monolayer with transition metal single atoms loaded on its sur-
face, was theoretically studied by Ma et al. [115] using spin-polarized DFT calculations.
Of all the transition metals studied, Ni was found to be the most auspicious to be an-
chored on SV-WS2 and to serve as an active site for N2 chemical adsorption. Associative
and enzymatic pathways were considered for photo-NRR. The dissociative and enzymatic
pathways were excluded because N2 is not dissociated and the side-on adsorption con-
figuration is less favorable, respectively. Therefore, it was concluded that the studied
reaction proceeds via an alternating mechanism. Wang et al. [120] examined DFT calcula-
tions using PBE functional to study nitrogen activation on the Bi2WO6 (010) surface. They
proposed three reaction mechanisms, namely one for N2 reduction on W site, and two for
reduction on Bi site with two OVs. They concluded that the reaction could undergo an
alternating pathway when Bi with two OVs is considered with the rate-determining step
being the cleavage of the N-N bond. A distal pathway for nitrogen adsorption on Bi and
Bi with two OVs was ruled out due to the non-stability of *NNH2 intermediate. The latter
pathway was eliminated also for W site. On the other hand, for the nitrogen activation
on the W site, the alternating pathway was calculated to be feasible with the ammonia
desorption determined as a rate-determining step. NRR could not proceed through alter-
nating pathway when N2 was adsorbed on Bi and Bi site.

A reaction pathway for photocatalytic NRR is closely associated with N2 adsorption con-
figurations. As it was described in this section and Section 2, end-on adsorption con-
figurations follow distal or alternating associative mechanisms and side-on adsorption
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follows enzymatic associative mechanism. Articles that include the investigation of dis-
sociative mechanisms are rare, as the activation and the following reaction steps occur
preferably via associative mechanisms. As discussed in the previous sections, water is
commonly used as a proton source, especially at the laboratory level of photocatalytic
NRR investigation. With regard to theoretical calculations, hydrogen or water molecules
are considered as a reductants for NRR [8]. On the other hand, products that were ob-
served to be formed at the laboratory scale are ammonia as a main product, as well as
hydrazine and in some cases nitrate. Theoretically predicted products are ammonia and
the hydrazine that might be formed as a by product during the alternating or enzymatic
associative pathway.

5. Review of kinetics and macroscale modeling

In order to build a multiscale model, the meso- and macro-level calculations come to
the fore. In this section, attention is paid to the microkinetic and kinetic Monte Carlo
simulations at the mesoscale and to computational fluid dynamics at the macroscale of
modeling. Since the calculations of photocatalytic nitrogen fixation are rarely performed
at higher levels of modeling, we report some results involving thermocatalytic NRR over
metal catalysts.

Gouveia et al. [129] coupled spin polarized DFT studies with a microkinetic model to
study nitrogen fixation over a 2D inorganic MXene catalyst. First-principles calculations
were performed in a PBE approach including Grimme’s D3 corrections. First-principles
calculations were used to determine nitrogen adsorption modes on M2C and M2N MXen
(0001) surfaces where M denotes Ti, Zr, Hf, V, Nb, Ta, Cr, Mo and W metals and reac-
tion mechanism over Nb2C, Mo2N and W2N MXenes. It was found that Nb2C, Mo2N
and W2N show the lowest dissociation energy barriers for N2 dissociation determined via
dissociative pathway. Among all the aforementioned MXenes, W2N exhibited the lowest
dissociation energy barrier of 0.28 eV and was therefore used in a microkinetic model car-
ried out at maximum of 1075 K for ammonia synthesis. Calculated reaction order results
revealed that the reaction orders of reactants increase with increasing temperature. The
third hydrogenation, i.e. ammonia formation was determined to be the rate-limiting step.
Surface coverages and ammonia production and reverse reactions were calculated.

Nakao et al. [130] studied nitrogen fixation and reduction to ammonia over a Ru/Ca2NH
(100) catalyst within the framework of DFT method and GGA-PBE functional. The struc-
ture of Ru5/Ca2NH catalyst was confirmed by AIMD simulations at 673 K. They inves-
tigated N2 adsorption, formation of NHx intermediates and H migration from Ru to the
Ru/Ca2NH1−xe−x . Nhx intermediates were formed faster from the lattice H− than from
H adatoms adsorbed on the Ru site.The activation barriers and vibrational frequencies
calculated by means of DFT were incorporated as input parameters into the microkinetic
model. For each elementary step, TOF (turnover frequency) were calculated, considering
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edge site of Ru particles of Ru/Ca2NH to be the active sites for adsorption of intermedi-
ates. The lowest TOF value corresponded to the rate-determining step, which was found
to be the formation of ammonia molecule from NH2 and Hs. The coverages of N and
H atoms were also calculated at temperature in the range between 300 and 400 ◦C and
pressure of 0.1 MPa.

First-principles calculations coupled with kinetic Monte Carlo were examined to investi-
gate thermocatalytic ammonia synthesis over a Fe (111) surface [131]. For all elementary
reaction steps, DFT calculations were employed to calculate Gibbs free energies and re-
action barriers for 17 steps, and through transition state theory (the climbing image NEB
method) determine the input parameters that were entered into the kMC model. kMC
simulations were performed at temperature of 673 K and pressure of 20 atm, as well as
under the conditions characteristic for Haber-Bosch process, i.e. temperature of 723 K and
pressure of 200 atm. Former conditions (single-crystal experiments) yielded the turnover
frequency of 17.7 /s at the steady state, which was in good agreement with experimentally
determined TOF of 9.7 /s per 2x2 Fe (111) site.

Another study over Fe-based catalyst was performed by Liu et al. [132] who were in-
terested in calculating the mechanism for NRR, supported by microkinetic modeling to
determine kinetic properties. Nitrogen adsorption and then mechanism elucidation were
studied over Fe3/θ-Al2O3 (010). DFT calculations within the framework of PBE yielded
DOS, which showed the overlapping of Fe3 β spin d orbitals and π anti-bonding N2 or-
bitals, suggesting an electron transfer from Fe3 cluster to the adsorbed N2 molecule. The
latter electron transfer was confirmed also by electron density difference and Bader charge
calculations. Reaction mechanism investigations confirmed that NRR was more likely to
occur via associative mechanism. Furthermore, microkinetic analysis of NRR over Fe3
cluster, Fe3/θ-Al2O3 (010) and Ru clusters was done. The simulations were carried out in
the temperature range of 1-100 bar and temperatures of 300–1000 K. It was concluded that
nitrogen adsorption exhibits a linear BEP relation to the transition state energies when N2
was adsorbed on the metal surface. Furthermore, calculated TOF for NRR over Fe3/θ-
Al2O3 (010) exhibited similar values to ones calculated on the Ru catalyst (Ru B5 site).
These results indicate that loading of Fe cluster on the surface of Al2O3 (010) display fa-
vorable results and thus consider Fe clusters as promising for the thermocatalytic NRR.

Another theoretical study of thermocatalytic NRR encompassing first-principles calcula-
tions using B2LYP approach and kinetic modeling was done by Ghoshal et al. [133]. They
proposed distal, alternating and enzymatic mechanisms for side-on N2 adsorption and
further reduction with H2O over TiO2 doped-Run (n=5,6) clusters. Electron transfer from
Ru to N2 was confirmed by Bader charge analysis. When N2 reduction occurred over TiO2
doped-Run (n=5,6), ammonia was found to be formed more favorable via the distal mech-
anism, while hydrazine was formed as a main product via the alternating pathway. On
the other hand, enzymatic mechanism turned out to be less feasible to yield ammonia or
hydrazine. The formation of *N-NH2 intermediate was determined as a rate-determining
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step with a negligible reaction barrier. In addition, the authors investigated water oxida-
tion and proposed a hydrogen molecule as a co-reactant in the reaction. Kinetic model-
ing calculations revealed that TiO2 doping reduced the kinetics compared to Ru clusters,
based on the calculations of rate coefficients.

Another study on the Ru-based catalyst for thermocatalytic nitrogen reduction was ex-
plored by Dahl et al. [134]. In this study, experimentally determined data were used to
build a microkinetic model. Rates of ammonia synthesis and TOF over Ru single cata-
lyst and Ru/MgAl2O4 catalyst were predicted in a continuously stirred tank reactor. The
number of active sites and the coverages of reactants and intermediates were also calcu-
lated. A proposed model was in good agreement with the rates obtained experimentally
for NRR over both catalysts. The mechanism that was proposed, was also confirmed to
be a good choice based on the kinetic simulations.

Another microkinetic analysis along with CFD simulations was examined by Deshmukh
et al.[135]. The authors were focusing more on ammonia desorption than on ammonia
synthesis.

Kinetic and reactor modeling simulations are very scarce in photocatalytic nitrogen fix-
ation, indicating the low chances of creating a complete multiscale model that includes
all levels of modeling. In contrast to photocatalysis, calculations of meso- and macroscale
simulations are somewhat more common for thermocatalytic ammonia synthesis. Al-
though the coupling of DFT with the microkinetic model [129, 130, 132–135] is more
widely used compared to kMC and CFD, the coupling of DFT with kMC or kinetics with
CFD remains relatively unexplored.

6. Conclusion

Photocatalytic nitrogen fixation has recently received considerable attention as a sustain-
able and eco-friendly alternative to the conventional Haber-Bosch process. The latter re-
sults in high energy consumption and notable carbon footprint, corresponded to hydro-
gen production from methane via methane steam reforming [8]. Light-driven ammonia
synthesis has yet been well explored at the laboratory level, however, theoretical studies
are slowly coming to the fore. The aim is to theoretically study nitrogen photofixation at
different modeling levels, thus effectively encapsulating atomistic-level calculations, ki-
netics, and macroscale simulations [19]. It is worth mentioning the growing number of
theoretical studies that go hand in hand with increasing computational power, making it
possible to perform such calculations and obtain the results.

DFT calculations are thus far the most widely used in computational materials science for
performing atomistic-level modeling calculations. They are usually carried out in a plane-
wave approach with a GGA-PBE (or less likely PW91) functional, but now and then some
hybrid functionals (PBE0, HSE06) are employed to predict electronic properties more pre-
cisely. More commonly, Hubbard-U corrections (DFT+U) are applied in the systems with
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strong Coulomb interactions and Grimme’s corrections (D2 and D3) to consider disper-
sion corrections.

TiO2, g-C3N4, sulfides and bismuth oxyhalides are reported to be the most aspiring pho-
tocatalysts for nitrogen fixation with the corresponding characteristics. Modifications of
the catalyst structures were found to have a favorable effect on the nitrogen fixation abil-
ity. dopants, cocatalysts, introduced defects (most commonly oxygen and nitrogen va-
cancies) and heterojunctions (two photocatalysts combined together) tend to decrease the
band gap width, prevent electron-hole recombination, thus improve charge separation,
and increase ammonia production yields and rates. In addition, doping and vacancy for-
mation introduce new defect levels in the middle of the band gap, resulting in less charge
carrier recombination as defects act as recombination centers. Researchers are frequently
interested in calculating the band structure (valence band maximum, conduction band
minimum), band gap energy, density of states and projected density of states.

The electronic properties of the semiconductor photocatalysts are a good springboard
to consider nitrogen adsorption at the active sites of the photocatalyst. Active sites are
commonly introduced defects that facilitate nitrogen adsorption. The latter can occur via
end-on or side-on configuration, followed by a proton-electron coupled (PEC) process,
resulting in N2 activation and prolongation of triple bond [8]. At this juncture, the calcu-
lations of adsorption energies, Bader or Hirshfeld charge analysis, and electron density
difference become prominent. It is important to stress the importance of the strength of
adsorption, as if physical adsorption occurs and N2 binds too weakly, no chemical reac-
tion is perceived. On the other hand, the reactants, intermediates or products should not
bind too strongly to the catalyst surface, as the latter results in surface poisoning and thus
lowers the product yield [31, 128].

Together with the adsorption configurations, a possible mechanism can be predicted. Al-
though nitrogen fixation on a heterogeneous catalyst can proceed via dissociative and
associative mechanisms, most articles dealing with photocatalytic ammonia synthesis do
not consider the dissociative pathway or exclude it based on the calculated Gibbs free en-
ergies. Indeed, for the latter, it is typical that the triple bond is cleaved upon adsorption
and before the first hydrogenation. Therefore, a high energy input is required to dissoci-
ate a very strong triple bond, which is not feasible in photocatalytic reactions. Instead of
dissociative, three associative pathways are commonly described in photocatalytic NRR,
namely, distal, alternating and enzymatic pathways [8]. Among all three, the distal and
alternating pathways are the most regularly reported to proceed. The researchers sug-
gested possible reaction mechanisms based on experimentally determined intermediates
and products formed during the reaction or, more likely, based on DFT calculations of N2
adsorption that occurred via an end-on or side-on configuration. Namely, it was shown
that end-on adsorption boost distal or alternating mechanism, while, on the other hand,
side-on configuration favored enzymatic pathway. Most of the DFT studies are coupled
with experimental work, which generally use water as a proton source, due to its envi-
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ronmental friendlies. On the other hand, hydrogen is considered as one of the reactants
in the majority of DFT studies. Regarding the products, ammonia, hydrazine and nitrate
(NO−3 ) are likely to be detected experimentally, however, DFT calculations yield ammonia
and in some cases hydrazine.

Meso-and macroscale simulations by means of microkinetic or kinetic Monte Carlo mod-
eling and computational fluid dynamics were found to be in the field of photocatalytic
nitrogen fixation considerably uncharted. Ever so often, first-principles are coupled with
microkinetic [129, 130, 132–135] and barely with kinetic Monte Carlo [131] when consider-
ing ammonia synthesis under thermocatalytic conditions. Furthermore, reactor modeling
at the macro level [135] is even more scarce.
Meso- and macroscale simulations using microkinetic or kinetic Monte Carlo modeling
and computational fluid dynamics have been largely unexplored in the field of photo-
catalytic nitrogen fixation. Time and again, when considering ammonia synthesis under
thermocatalytic conditions, first-principles are coupled with microkinetics [129, 130, 132–
135] and hardly with kinetics Monte Carlo [131]. Moreover, reactor modeling at the macro
level [135] is even rarer.

This review primarily includes most first-principles studies that have been conducted
in the field. However, it should be emphasized that the ground-state level calculations
have been performed using DFT, neglecting the excited-state properties that are crucial
for capturing the essence of the photocatalytic reactions. Few and far between, electron
excitations are modeled and time-dependent DFT is employed, but not in the matter of
excited state calculations. On the other hand, multiscale modeling of photocatalytic ni-
trogen fixation is still in its infancy, especially due to the deficiency of meso- (kinetics)
and macro-level (reactor modeling) calculations. These considerations show that photo-
catalytic nitrogen fixation and reduction to ammonia is relatively uncharted in terms of
multiscale modeling, but has great potential to be explored more intensively in the future,
including the properties of the excited states calculated in the multiscale manner.
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