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Abstract

Strong gravitational lensing provides an excellent opportunity for observing lensed
and magnified images of supernovae. In the past decade, several multiply-imaged
supernovae were discovered, which showed their potential for probing cosmologi-
cal parameters. We analysed a sample of 69 galaxy clusters in terms of their poten-
tial for multiply-imaged supernova detections by the upcoming Nancy Grace Ro-
man Space Telescope High Latitude Time Domain Survey. We simulated magnified
supernova lightcurves at a range of redshifts to obtain detection efficiency for the
Nancy Grace Roman Space Telescope. We combine that with gravitational lensing
models of galaxy clusters, and volumetric supernova rates, to obtain an estimate of
expected number of supernovae in given clusters in the Nancy Grace Roman Space
Telescope survey. We found multiple clusters for which several multiply-imaged
supernovae can be expected if they fall within the High Latitude Time Domain
Survey fields. We make recommendations on selecting those fields based on our
results.

Keywords:
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1. Introduction

The idea to search for supernovae (SNe) in fields lensed by galaxy clusters is
not new [see e.g. 1, 2, 3, 4]. The gravitational lensing effect, a phenomenon pre-
dicted by Einstein’s theory of General Relativity, causes massive galaxy clusters
to act as cosmic magnifying glasses, significantly amplifying the light from back-
ground sources, such as quasars, galaxies, distant supernovae occuring in those
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galaxies. It was proposed that observing a supernova with multiple images, and
obtaining a light curve for each image, could be performed in order to obtain time
delays between images, which in turn can be used to probe the Hubble parameter
H0 [5]. Robust measurements of the time delay can also be used to constrain the
dark energy equation of state [e.g. 6, 7, 8, 9]. This method of probing cosmological
parameters is called time-delay cosmography [e.g. 10]. Such measurements may
prove invaluable in resolving the so-called Hubble tension, a > 5σ disagreement
between late-Universe measurements of H0 from the SH0ES program [11] and
H0LiCOW [12], and early-Universe measurements from the Planck satellite [13]
and from the Dark Energy Survey constraints from galaxy clustering and weak
gravitational lensing [14], which probe the early Universe’s evolution.

Historically, strongly-lensed Active Galactic Nuclei (AGNs) have been used
for time-delay cosmography, with the latest result from H0LiCOW by [12] com-
bining six lensed quasars to obtain 2.4% precision, well in agreement with [11].
However, there are several advantages to using supernovae over quasars. SNe have
predictable light curves, which vastly simplifies time-delay measurements com-
pared to the stochastic nature of AGNs; SNe fade quickly, which allows for pre-
cise photometry to be obtained by performing background subtraction once the SN
fades, and for predictive experiments on the timing and brightness of delayed trail-
ing images, as SN host fluxes and AGN fluxes alike are typically highly blended
[15]; time-delay measurements for SNe require much shorter campaigns; and the
impact of microlensing is somewhat mitigated [16, 17], with less pronounced chro-
matic effects [18, 19], although microlensing can still be a significant source of un-
certainty for systems with low time delays (on the order of 1 day or less), such as
iPTF16geu [20] or SN Zwicky [21]. Those are time delays typical of galaxy-lensed
supernovae, but significantly lower than those typical of galaxy cluster lenses.

Despite the strong scientific potential of such an observation, it was only 50
years after Refsdal’s publication, in 2014, that the first multiply-imaged super-
nova, dubbed SN ”Refsdal”, was discovered [22], and used to provide a measure-
ment of the Hubble parameter [e.g. 23, 24]; futhermore, so far, only a handful of
other multiply-imaged supernovae have been discovered, e.g. SN Requiem [25],
iPTF16geu [20], SN Zwicky [26] or the most recent SN H0pe [27].

Particularly valuable when lensed are supernovae of Type Ia (SNe Ia), those
used as ”standardizable” candles to measure cosmological parameters [e.g. 28, 29].
Their standardisable absolute magnitude, as well as a well-understood light curve
evolution [e.g. 30, 31, 32], can provide constrains for lens modelling, and break de-
generacies that occur due to the mass-sheet degeneracy [33, 34], if the mililensing
and microlensing effects are not extremely strong.

The upcoming Nancy Grace Roman Space Telescope (NGRST), scheduled to
launch in 2026, is going to be a powerful tool in the search for transient objects.
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As one of the major goals of the mission is to make a state-of-the-art measurement
of dark energy through Type Ia SN cosmology, the telescope is going to use its
Wide Field Instrument with a field of view of 0.28 square degrees [35] to perform
its High Latuitude Time Domain Survey (HLTDS). HLTDS will observe fields at a
high galactic latitude to minimize galactic extinction. The fields will be observed
for two years at a cadence of 5 days, in two regimes: Deep, with a filter set adapted
for high redshift observations and long exposure times, and Wide, with a focus
on lower redshift targets, lower exposure times, but with a higher area of the sky
covered. The survey is expected to detect an unprecedented number of supernovae.
Predictions have been made regarding the expected number of supernovae lensed
by galaxies for many surveys [e.g. 36, 37, 38, 19, 39, 40], however, for cluster-scale
lensed supernovae, the predictions were very few. So far, only seven clusters have
been analysed for their strongly-lensed supernova prospects [41, 42, 43], of which
only two analysed prospects for NGRST.

In this work, we aim to analyse the available sample of galaxy clusters as gravi-
tational telescopes, and make predictions for cluster-lensed supernovae in HLTDS.

2. Data

In this work, models for galaxy clusters, for which gravitational lensing mod-
els have been developed, were taken from previous studies and are listed in Ta-
ble 1. We selected models of 69 galaxy clusters – 70 models, because one clus-
ter, RXS J060313.4+4212, is split into two parts – along with their redshifts and
sources. We limited our sample to models which have available deflection, shear
and convergence lensing maps. Our sample consists of the majority of galaxy clus-
ters which have been modeled.

The clusters in our sample are mostly from the RELICS program [44, 56],
CLASH [53], as well as [52]’s program to observe clusters with the MUSE instru-
ment [57], as well as several models from [54] and [55].

1The cluster was studied and modeled by the RELICS program [44, 56], but no paper has been
published on the cluster. Models available at https://archive.stsci.edu/hlsp/relics, date
of access: 2023-08-02

2The clusters were also analysed by the team, but are not included in the paper. Data avail-
able here: https://cral-perso.univ-lyon1.fr/labo/perso/johan.richard/MUSE_data_
release/, date of access: 2023-08-02
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Table 1: Cluster models and their sources used in this work.

Cluster z Source & comments
A1758a 0.280 1

A1763 0.228 1

A2163 0.203 [44]
A2537 0.297 [44]
A2813 0.292 1

A3192 0.425 1

A697 0.282 [45]
ACT-CLJ0102-49151 0.870 [44]
AS295 0.300 [45]
CLJ0152.7-1357 0.833 [46]
MACS J0025.4-1222 0.586 1

MACS J0035.4-2015 0.352 1

MACS J0159.8-0849 0.405 1

MACS J0257.1-2325 0.505 1

MACS J0308.9+2645 0.356 [47]
MACS 0417.5-1154 0.443 [48]
MACS 0553.4-3342 0.430 1

MS1008.1-1224 0.306 1

PLCK G171.9-40.7 0.270 [47]
PLCK G209.79+10.23 0.677 1

PLCK G287.0+32.9 0.390 [49]
RXC J0018.5+1626 0.546 1

RXC J0032.1+1808 0.396 [50]
RXC J0142.9+4438 0.341 [44]
RXC J0232.2-4420 0.284 1

RXC J0600.1-2007 0.460 1

RXC J0911.1+1746 0.505 1

RXC J0949.8+1707 0.383 1

RXC J2211.7-0350 0.397 [44]
RXS J060313.4+4212 N 0.228 The two parts of the cluster
RXS J060313.4+4212 S 0.228 were modeled separately. 1

SMACS J0723.3-7327 0.390 1

SPT-CLJ0615-5746 0.972 [51]
WHL J24.3324-8.477 0.566 1

A370 0.375 [52]
A2744 0.308 [52]
AS1063 0.348 [52]
BULLET 0.296 [52]
MACS0257 0.322 [52]
MACS0329 0.450 [52]
MACS0416 0.397 [52]
MACS0451 0.550 [52]
MACS0520 0.336 [52]
MACS0940 0.335 [52]
MACS1206 0.438 [52]
MACS2214 0.502 [52]
RXJ1347 0.451 [52] 2

SMACS2031 0.331 [52] 2

SMACS2131 0.442 [52] 2

SMACS2332 0.3980 [52] 2

A1423 0.213 [53]
A209 0.206 [53]
A2261 0.224 [53]
A383 0.187 [53]
A611 0.288 [53]
CLJ1226+3332 0.890 [53]
MACSJ0647+70 0.584 [53]
MACSJ0717+37 0.548 [53]
MACSJ0744+39 0.686 [53]
MACSJ1149+22 0.544 [53]
MACSJ1423+24 0.545 [53]
MACSJ1720+35 0.391 [53]
MACSJ2129-07 0.589 [53]
MS 2137.3-2353 0.313 [53]
RXJ2129+0005 0.234 [53]
MACSJ0429 0.399 [54]
MACSJ1115 0.352 [54]
MACSJ1311 0.494 [54]
MACSJ1931 0.352 [54]
A1489 0.350 [55]
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3. Methodology

3.1. Supernova rates from SFRs

Since the progenitors of CC SNe are massive stars, it is safe to assume that their
short lifespan is negligible compared to the timescales at which Star Formation
Rates (SFRs) specific to a given galaxy change, and thus should trace the locally
recent SFR. We follow previous high-z CC SN studies in assuming that progenitors
of CC SNe are stars in the 8 − 50M⊙ range, and use a [58] initial mass function
(IMF, ϕ(z)) to calculate the fraction of stars which form CC SN progenitors:

kCC =

∫ 50M⊙
8M⊙

ϕ(M)dM∫ 100M⊙
0.1M⊙

ϕ(M)dM
,

resulting in kCC = 0.0060+0.0019
−0.0022M−1

⊙ . Thus, the CC SN rate in a given galaxy
(”specific” to a galaxy) is:

Rs
CC = kCC · SFR.

We further divide CC SNe into seven subtypes following [59], who combined
relative SN rates from [60] with Type IIL and Type IIP relative rates from [61].
Thus, for a CC SN subtype j, the galaxy-specific supernova rate is:

Rs
j = kCC · SFR · r j,

where r j is the relative rate of the subtype j of CC SNe, such that Σr j = 1. We
assume that these relative rates are constant through cosmic history.

The relation between Type Ia SN rates and Star Formation History is more
complex. The two main models of their progenitors necessitate the formation of at
least one White Dwarf (WD), which is a slower process due to lower WD progeni-
tor’s masses. Further, after the formation of the WD, more time is required for the
infall of matter onto it, either from a companion star, or during an inspiral period
in a binary system. In order to calculate the galaxy-specific Type Ia SN rate Rs

Ia,
we use the simple model from [62]. According to this model, Rs

Ia consists of two
components: a prompt element proportional to sSFR, and a time-extended element
proportional to the total stellar mass formed within the galaxy:

Rs
Ia = A · M∗ + B · SFR,

with A and B being the proportionality constants. We use updated values from [63]:

A = (4.66 ± 0.56) · 10−14 SNe yr−1M−1
⊙ , B = (4.88+0.54

−0.52) · 10−4 SNe yr−1

M⊙yr−1 .
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We acknowledge the so-called A + B model’s limitations, mentioned by [64] and
[63]; however, we believe that it is sufficiently accurate to not be a major contrib-
utor to our work’s uncertainties. Since there are virtually no discovered Type Ia
supernovae beyond z = 2, extending any model beyond this redshift, even if it is
physically motivated, is uncertain.

3.2. Survey control time

The expected number of SNe dN j of a subtype j in a comoving volume element
dVc depends on the volumetric SN rate RV

j and the survey control time, T j(z), which
is the total time during which the survey is sensitive to detecting a supernova:

dN j(z) = T j(z)
RV

j (z)

1 + z
dVc, (1)

where the (1 + z) factor corrects for cosmological time dilation, as T j(z) in
this work is calculated in the observer frame, and SN rates RV

j (z), Rs
j are in the

rest-frame. The comoving volume unit dVc can be calculated as follows:

dVc =
cd2

L(z)

H(z)(1 + z)2 dωdz,

where dω is the solid angle element for the survey, dz is the redshift element,
and dL is the cosmological luminosity distance for redshift z.

In this work, we are considering supernovae which are strongly lensed, and
thus magnified by a factor of µ. This affects the survey control time by increasing
the time during which a supernova is brighter than the survey detection threshold.
Therefore, Equation 1 can be rewritten as:

dN j(z, µ) = T j(z, µ)
RV

j

1 + z
dVc. (2)

In order to obtain the survey control time, T j(z, µ), we use the Supernova Anal-
ysis Package [SNANA, 65] to simulate supernovae of the following types: Ia, Ib,
Ic, IIb, IIn, IIL, IIP, IIc-BL.

We simulated a total of 6.8 million supernovae, lensed by a factor of µ ∈
[1.166, 100], at redshifts in the range of z ∈ [0.2, 6]. We simulate a survey of
725 days of observations in accordance with the survey specifications proposed by
[35], and simulate SNe, the peaks of which occur between 50 days before the first
observation, to 15 days after the last observation of a given field. Thus, the total
time in which SNe are simulated is tsim = 790 days.

It follows that the survey control time T j(z, µ) is the product of tsim and the
probability p j(z, µ) that a supernova of type j, at redshift z, magnified by a factor
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of µ, will be detected, if it explodes at a time such that its peak falls in the simulated
period:

T j(z, µ) = tsim p j(z, µ).

We interpret the fraction of SNe detected by our simulations to be a proxy for
p j(z, µ), and that each simulated SN is statistically independent from others for
the purposes of uncertainty estimation. Our detection condition was that a given
Supernova has two detections above Signal to Noise Ratio 5, in any filter, at at least
two epochs. We repeated the simulation for both the Wide and the Deep survey
tier, as per [35]. We only consider the photometric survey element and make no
considerations for the planned NGRST spectroscopic survey part.

3.3. Volumetric supernova yield estimates

In order to obtain a volumetric estimate of SN yields, we assume volumetric
CC SN rates of RV

CC(z) = kV
CCh2ψ(z), where kV

CC = 0.0091± 0.0017 from [66] is the
fraction of stars that are CC SN progenitors, and ψ(z) is the Cosmic Star Formation
History (CSFH), using the updated values from [67], Table 2. We extend this model
to z = 6. We note that the kCC cited by [66] differs from the one computed from
a [58] IMF, as it is a model fit. We assume that the relative fractions of CC SN
subtypes are constant throughout cosmic history and use the rates cited by [59].

We use the simple volumetric Type Ia SN rate cited by [67], which follows a
broken power-law: RV

Ia = R0(1+ z)A, with R0 = 2.40± 0.02× 10−5 yr−1 Mpc−3 h3
70

and A = 1.55 ± 0.02 for z <= 1, and A = −0.1 ± 0.2 for z > 1.
For every cluster in the sample, we computed the expected yield of detected

SNe as a function of redshift dN j/dz, by integrating dN j(z, µ) given in Equation 2
in the source plane at fixed redshifts, in bins of ∆z = 0.1. We limited magnification
to µmax = 100. to limit effects from finite-resolution cluster lensing models.

It is important to note that the NGRST survey’s target observed fields have
not yet been selected; only a handful of guidelines as to how the fields will be
selected are presented by [35]. We therefore cannot conclusively tell whether a
given cluster will be observed by NGRST, and can only provide predictions which
assume a cluster will be observed.

4. Results

The number of expected supernovae of a given subtype, assuming the cluster is
in a given survey field, is given in Table 2 for the Deep field, and in Table 3 for the
Wide survey field. Figure 1 presents the 20 most promising clusters in either survey
domain with respect to the number of expected multiply-imaged Type Ia supernova
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Table 2: Expected number of multiply-imaged supernova images of a given subtype in NGRST High
Latitude Time Domain Survey, if a given cluster is in the deep survey field.

Cluster Type Ia Type IIP Type IIn Type IIL Type IIb Type Ib Type Ic Type Ic-BL
MACSJ0717+37 13.50 15.57 1.68 2.74 2.94 3.22 2.32 0.34
MACS J0025.4-1222 8.54 9.33 1.08 1.74 1.80 2.01 1.47 0.21
RXC J2211.7-0350 7.84 9.50 1.02 1.66 1.82 1.98 1.42 0.20
RXC J0032.1+1808 6.95 8.88 0.90 1.49 1.69 1.81 1.29 0.19
MACS 0553.4-3342 6.53 7.77 0.83 1.36 1.47 1.60 1.15 0.17
PLCK G287.0+32.9 4.40 5.97 0.56 0.93 1.12 1.16 0.82 0.12
A3192 3.93 5.10 0.51 0.85 0.97 1.04 0.74 0.10
MACS 0417.5-1154 4.15 4.97 0.51 0.84 0.93 1.00 0.72 0.10
MACS J0308.9+2645 3.43 4.65 0.44 0.73 0.87 0.91 0.64 0.09
RXJ1347 3.74 4.45 0.46 0.76 0.83 0.90 0.65 0.09
PLCK G171.9-40.7 3.15 4.40 0.42 0.69 0.83 0.87 0.61 0.09
A370 3.21 4.30 0.42 0.69 0.81 0.85 0.60 0.08
A1489 3.24 4.24 0.42 0.69 0.79 0.84 0.60 0.08
AS1063 3.04 4.00 0.39 0.65 0.75 0.80 0.57 0.08
A2744 2.90 3.83 0.39 0.64 0.73 0.78 0.56 0.08
A1758a 2.85 3.79 0.38 0.62 0.72 0.76 0.54 0.08
MACS J0035.4-2015 2.87 3.70 0.38 0.63 0.71 0.76 0.54 0.08
MACS0329 2.67 3.24 0.33 0.55 0.61 0.65 0.47 0.06
MACS1206 2.43 3.11 0.30 0.51 0.58 0.62 0.44 0.06
SPT-CLJ0615-5746 3.21 3.03 0.33 0.54 0.54 0.60 0.43 0.06
MACSJ0647+70 2.64 2.84 0.30 0.49 0.52 0.56 0.40 0.06
MACS0520 2.00 2.71 0.26 0.43 0.51 0.54 0.38 0.05
RXC J0600.1-2007 2.15 2.78 0.26 0.43 0.51 0.53 0.37 0.05
PLCK G209.79+10.23 2.60 2.53 0.31 0.49 0.48 0.55 0.40 0.05
RXS J060313.4+4212 S 1.82 2.56 0.25 0.41 0.49 0.51 0.36 0.05
MACS J0257.1-2325 2.10 2.36 0.27 0.44 0.46 0.51 0.38 0.05
MACS J0159.8-0849 1.91 2.48 0.24 0.40 0.46 0.49 0.35 0.05
MACSJ1931 1.83 2.44 0.24 0.40 0.46 0.49 0.34 0.05
MS1008.1-1224 1.78 2.26 0.23 0.38 0.43 0.46 0.33 0.04
MACS0257 1.67 2.27 0.22 0.36 0.43 0.45 0.32 0.04
SMACS J0723.3-7327 1.93 2.11 0.24 0.39 0.40 0.45 0.33 0.04
A2261 1.56 2.14 0.21 0.34 0.40 0.43 0.30 0.04
WHL J24.3324-8.477 1.89 2.21 0.22 0.37 0.41 0.44 0.31 0.04
MACS0451 1.94 2.15 0.23 0.37 0.40 0.43 0.31 0.04
MACS0416 1.67 2.02 0.20 0.34 0.38 0.40 0.29 0.04
ACT-CLJ0102-49151 2.51 2.17 0.24 0.39 0.37 0.42 0.30 0.04
RXC J0018.5+1626 1.65 1.96 0.19 0.32 0.36 0.39 0.27 0.04
RXC J0949.8+1707 1.42 1.90 0.18 0.30 0.36 0.37 0.27 0.03
BULLET 1.45 1.93 0.18 0.30 0.36 0.38 0.26 0.03
A2537 1.30 1.85 0.17 0.28 0.34 0.35 0.25 0.03
RXC J0142.9+4438 1.30 1.78 0.16 0.27 0.33 0.34 0.24 0.03
MACSJ1149+22 1.62 1.80 0.17 0.29 0.32 0.34 0.24 0.03
RXC J0232.2-4420 1.13 1.63 0.15 0.25 0.30 0.31 0.22 0.03
A611 1.09 1.51 0.14 0.24 0.28 0.30 0.21 0.03
MACSJ2129-07 1.36 1.55 0.15 0.26 0.28 0.30 0.22 0.03
MACS2214 1.23 1.52 0.15 0.25 0.28 0.30 0.21 0.03
SMACS2332 1.21 1.49 0.15 0.25 0.28 0.30 0.21 0.03
A1423 0.99 1.43 0.13 0.22 0.27 0.28 0.20 0.02
SMACS2131 1.14 1.45 0.14 0.23 0.27 0.28 0.20 0.03
MACSJ1720+35 1.15 1.43 0.14 0.23 0.26 0.28 0.20 0.02
MACSJ0744+39 1.41 1.44 0.14 0.24 0.25 0.27 0.19 0.02
SMACS2031 1.09 1.38 0.13 0.22 0.25 0.27 0.19 0.02
RXS J060313.4+4212 N 0.90 1.26 0.12 0.20 0.24 0.25 0.17 0.02
MACSJ0429 0.96 1.22 0.12 0.20 0.23 0.24 0.17 0.02
MACSJ1311 0.96 1.20 0.12 0.20 0.22 0.24 0.17 0.02
AS295 0.84 1.12 0.10 0.17 0.21 0.21 0.15 0.02
A2813 0.72 1.07 0.09 0.16 0.20 0.20 0.14 0.02
MS 2137.3-2353 0.76 0.99 0.09 0.16 0.18 0.20 0.14 0.02
A1763 0.65 0.97 0.09 0.15 0.18 0.19 0.13 0.01
MACSJ1423+24 0.78 0.94 0.09 0.15 0.17 0.18 0.13 0.01
A383 0.58 0.86 0.08 0.13 0.16 0.17 0.12 0.01
MACS0940 0.58 0.75 0.07 0.13 0.14 0.15 0.11 0.01
A2163 0.49 0.70 0.06 0.11 0.13 0.13 0.09 0.01
RXJ2129+0005 0.41 0.59 0.05 0.09 0.11 0.11 0.08 0.01
A209 0.40 0.55 0.05 0.09 0.10 0.11 0.08 0.01
CLJ0152.7-1357 0.63 0.53 0.06 0.09 0.09 0.10 0.07 0.01
CLJ1226+3332 0.54 0.50 0.05 0.08 0.08 0.09 0.06 0.01
RXC J0911.1+1746 0.36 0.42 0.04 0.07 0.07 0.08 0.05 0.00
MACSJ1115 0.22 0.29 0.02 0.04 0.05 0.05 0.03 0.00
A697 0.11 0.15 0.01 0.02 0.02 0.02 0.02 0.00
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Table 3: Expected number of multiply-imaged supernova images of a given subtype in the NGRST
High Latitude Time Domain Survey, if a given cluster is in the wide survey field.

Cluster Type Ia Type IIP Type IIn Type IIL Type IIb Type Ib Type Ic Type Ic-BL
MACSJ0717+37 7.24 9.02 1.39 1.94 1.20 1.59 1.19 0.18
MACS J0025.4-1222 4.48 5.01 0.86 1.15 0.66 0.92 0.69 0.10
RXC J2211.7-0350 4.46 5.77 0.85 1.19 0.81 1.05 0.78 0.12
RXC J0032.1+1808 4.09 5.68 0.77 1.13 0.80 1.01 0.74 0.11
MACS 0553.4-3342 3.59 4.59 0.69 0.96 0.62 0.82 0.61 0.09
PLCK G287.0+32.9 2.66 4.27 0.50 0.77 0.63 0.72 0.53 0.08
A3192 2.37 3.35 0.44 0.65 0.48 0.60 0.44 0.06
MACS 0417.5-1154 2.26 3.07 0.43 0.62 0.42 0.53 0.39 0.06
MACS J0308.9+2645 2.08 3.26 0.39 0.60 0.48 0.56 0.41 0.06
RXJ1347 2.02 2.71 0.39 0.55 0.37 0.47 0.35 0.05
PLCK G171.9-40.7 1.99 3.12 0.37 0.57 0.47 0.55 0.40 0.06
A370 1.95 2.96 0.37 0.55 0.43 0.52 0.38 0.05
A1489 1.92 2.82 0.36 0.54 0.40 0.49 0.36 0.05
AS1063 1.81 2.67 0.34 0.51 0.38 0.47 0.34 0.05
A2744 1.79 2.53 0.33 0.49 0.36 0.45 0.33 0.05
A1758a 1.76 2.56 0.33 0.49 0.37 0.45 0.33 0.05
MACS J0035.4-2015 1.74 2.38 0.32 0.47 0.34 0.43 0.32 0.04
MACS0329 1.48 2.03 0.28 0.41 0.28 0.35 0.26 0.04
MACS1206 1.40 2.05 0.26 0.39 0.29 0.35 0.26 0.04
SPT-CLJ0615-5746 1.32 1.58 0.26 0.36 0.17 0.23 0.18 0.03
MACSJ0647+70 1.25 1.66 0.24 0.34 0.21 0.27 0.20 0.03
MACS0520 1.23 1.87 0.23 0.35 0.27 0.32 0.24 0.03
RXC J0600.1-2007 1.21 1.99 0.23 0.36 0.28 0.32 0.23 0.03
PLCK G209.79+10.23 1.21 1.22 0.24 0.30 0.15 0.22 0.17 0.02
RXS J060313.4+4212 S 1.19 1.81 0.22 0.33 0.27 0.32 0.23 0.03
MACS J0257.1-2325 1.16 1.30 0.22 0.29 0.18 0.24 0.18 0.02
MACS J0159.8-0849 1.12 1.66 0.21 0.31 0.24 0.28 0.21 0.03
MACSJ1931 1.12 1.63 0.21 0.31 0.23 0.29 0.21 0.03
MS1008.1-1224 1.05 1.43 0.20 0.28 0.20 0.26 0.19 0.02
MACS0257 1.03 1.57 0.19 0.29 0.23 0.27 0.20 0.03
SMACS J0723.3-7327 1.00 1.15 0.19 0.26 0.15 0.21 0.16 0.02
A2261 0.99 1.46 0.18 0.27 0.21 0.26 0.19 0.02
WHL J24.3324-8.477 0.99 1.35 0.19 0.27 0.18 0.22 0.17 0.02
MACS0451 0.97 1.25 0.19 0.26 0.16 0.21 0.15 0.02
MACS0416 0.91 1.27 0.17 0.25 0.17 0.21 0.16 0.02
ACT-CLJ0102-49151 0.90 1.09 0.19 0.25 0.11 0.15 0.11 0.02
RXC J0018.5+1626 0.87 1.22 0.17 0.24 0.16 0.20 0.15 0.02
RXC J0949.8+1707 0.86 1.30 0.16 0.24 0.19 0.22 0.16 0.02
BULLET 0.86 1.35 0.16 0.25 0.19 0.23 0.16 0.02
A2537 0.82 1.37 0.15 0.24 0.21 0.23 0.17 0.02
RXC J0142.9+4438 0.79 1.28 0.15 0.23 0.19 0.21 0.15 0.02
MACSJ1149+22 0.77 1.15 0.15 0.22 0.14 0.17 0.13 0.02
RXC J0232.2-4420 0.72 1.22 0.13 0.21 0.18 0.21 0.15 0.02
A611 0.69 1.08 0.13 0.19 0.16 0.18 0.13 0.02
MACSJ2129-07 0.69 0.94 0.13 0.19 0.12 0.15 0.11 0.01
MACS2214 0.68 0.97 0.13 0.19 0.13 0.16 0.12 0.01
SMACS2332 0.68 0.92 0.13 0.18 0.12 0.16 0.12 0.01
A1423 0.66 1.04 0.12 0.18 0.16 0.18 0.13 0.02
SMACS2131 0.65 0.97 0.12 0.18 0.14 0.16 0.12 0.01
MACSJ1720+35 0.64 0.95 0.12 0.18 0.13 0.16 0.11 0.01
MACSJ0744+39 0.62 0.85 0.12 0.17 0.10 0.12 0.09 0.01
SMACS2031 0.61 0.94 0.11 0.17 0.13 0.15 0.11 0.01
RXS J060313.4+4212 N 0.58 0.90 0.10 0.16 0.13 0.16 0.11 0.01
MACSJ0429 0.56 0.78 0.10 0.15 0.11 0.13 0.10 0.01
MACSJ1311 0.55 0.76 0.10 0.15 0.10 0.13 0.09 0.01
AS295 0.50 0.79 0.09 0.14 0.11 0.13 0.09 0.01
A2813 0.46 0.82 0.08 0.14 0.12 0.13 0.10 0.01
MS 2137.3-2353 0.45 0.66 0.08 0.12 0.09 0.11 0.08 0.01
A1763 0.44 0.73 0.08 0.12 0.11 0.12 0.09 0.01
MACSJ1423+24 0.41 0.63 0.08 0.12 0.08 0.10 0.07 0.01
A383 0.39 0.64 0.07 0.11 0.10 0.11 0.08 0.01
MACS0940 0.35 0.47 0.06 0.09 0.06 0.08 0.06 0.00
A2163 0.32 0.51 0.05 0.09 0.07 0.09 0.06 0.01
RXJ2129+0005 0.26 0.43 0.05 0.07 0.06 0.07 0.05 0.00
A209 0.26 0.38 0.04 0.07 0.05 0.06 0.05 0.00
CLJ0152.7-1357 0.22 0.25 0.04 0.06 0.02 0.03 0.02 0.00
CLJ1226+3332 0.20 0.29 0.04 0.06 0.03 0.03 0.02 0.00
RXC J0911.1+1746 0.18 0.26 0.03 0.05 0.03 0.04 0.03 0.00
MACSJ1115 0.12 0.23 0.02 0.03 0.03 0.03 0.02 0.00
A697 0.06 0.12 0.01 0.02 0.01 0.02 0.01 0.00
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Figure 1: Expected multiply-imaged supernova yields for the 25 clusters with the highest number of
expected Type Ia supernova images, for the for the Deep (left) and Wide (right) survey tier.

Figure 2: Distribution of expected multiply-imaged supernovae as a function of redshift for the
galaxy cluster Abell 2813 in the Deep (left) and Wide (right) survey tiers. Individual images of
supernovae are counted separately.

images. A large discrepancy can be clearly seen between individual clusters, high-
lighting the variety between clusters’ potential as gravitational telescopes.

An example redshift distribution of expected supernova images is presented
in Figure 2, for the Deep and Wide survey tiers, respectively. The Figures show
expectations for Abell 2813, however, a similar distribution can be found for most
other clusters as well. The vast majority of Core Collapse SNe can be expected
in the z range between 1 and 3, with Type Ia having a distribution more skewed
towards higher redshifts.

5. Conclusions

We analysed most of the galaxy clusters which were analysed as gravitational
telescopes available in literature. We accomplished it by analysing NGRST’s capa-
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bilities as a detector of lensed supernovae, and then combining it with supernova
rates throughout the history of the Universe, and gravitational lensing models of
individual galaxy clusters.

We find that NGRST is very promising as a multiply-imaged supernova detec-
tor. If the clusters we studied are selected as targets for NGRST observations in
the HLTDS, we can expect it to detect multiple Supernovae throughout the mission
duration.

Based on our research, recommendations can be made for the survey. Espe-
cially of interest is the galaxy cluster MACS J0717+37 (MACS J0717.5+3745);
however, the cluster is at a low galactic latitude of around 20◦, which falls out-
side the planned latitude range of the survey. Nevertheless, we recommend that
promising clusters from our sample which are in, or close to, the planned latitude
range provided by [35], are observed. One excellent target is MACS J0025.4-1222,
which is the second most promising gravitational telescope in our sample, and falls
within proposed survey requirements. We strongly recommend that it falls within
the area of continual viewing.
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Abstract

Organic semiconductor/2D materials heterostructures have emerged as promis-
ing contenders for next-generation optoelectronic devices, leveraging their unique
electronic and optical properties. Comprehending the intricate photoconductivity
dynamics within these heterogeneous structures stands pivotal in optimizing their
performance and unlocking novel applications. To unravel the elusive photoconduc-
tive behavior in these systems, Scanning Near Field Optical Microscopy (SNOM) has
emerged as an instrumental technique, offering exceptional spatial resolution and
sensitivity.This comprehensive review elucidates recent strides in photoconductivity
measurements within organic semiconductor and 2D materials heterostructures
using SNOM.

Keywords: Organic semiconductor, 2D materials, photoconductivity, SNOM

1. Introduction

The synergy between organic semiconductors [1] and 2D materials [2] in het-
erostructures allows for the exploitation of the distinct advantages of each compo-
nent while compensating for their individual limitations. The interface between
these materials can lead to new physics and novel optoelectronic phenomena, such
as exciton dissociation and charge transfer processes, which are essential for efficient
light harvesting and device operation. At the heart of harnessing their full potential
lies a profound understanding of their photoconductive behavior - a pivotal prop-
erty governing the efficient conversion of light into electrical signals. As a result,
researchers have sought sophisticated techniques to probe the photoconductivity
intricacies within these heterostructures with exceptional precision. Among these,
Scanning Near Field Optical Microscopy (SNOM) [3] has garnered significant at-
tention and acclaim for its unmatched capability to explore local optoelectronic
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properties with nanoscale resolution. By integrating optical microscopy with scan-
ning probe microscopy, SNOM surpasses the diffraction limit of traditional optical
techniques, enabling unprecedented insights into light-matter interactions at the
nanoscale.

This review aims to provide an extensive survey of recent advancements in
photoconductivity measurements within organic semiconductor and 2D materials
heterostructures utilizing SNOM as a cutting-edge investigative tool. First, we lay
the groundwork by elucidating the fundamental principles of photoconductivity
in organic semiconductors and 2D materials (Section 2), as well as the working
principles of SNOM (Section 3). Subsequently, we delve into a meticulous exposition
of key findings from diverse studies, showcasing how SNOM has unveiled the
intriguing photoconductivity dynamics of various heterostructures (Section 4), while
being organized according to materials and experimental approaches.

2. Fundamental Principles of Photoconductivity

Photoconductivity has been a significant focus in materials research. This phe-
nomenon involves an increase in electrical conductivity when materials absorb pho-
tons, resulting in photocurrent. It depends on photon absorption, carrier transport,
and recombination of photo-excited carriers. Analyzing these aspects under varying
illumination conditions and observing their temporal evolution provides insights
into the material’s structure and electronic properties. Experimental techniques
based on photoconductivity can be categorized into steady-state photoconductivity
(SSPC) and transient effects (TPC) [4]. SSPC focuses on examining stationary pho-
tocurrent levels, while TPC studies the time evolution of photocurrents, offering
insights into recombination processes.

2.1. Steady state photoconductivity measurements (SSPC)
2.1.1. Single beam experiment

Equal densities of electrons and holes (∆n = ∆p) can be created by using a
constant monochromatic light source. This alters the conductivity by,

∆σ = σph = e(µn∆n + µp∆p) (1)

where e is the electric charge and µn , µp are the electron and hole mobility.
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Figure 1: Schematic representation of the photoconductivity measurements with V the voltage applied
and L, respectively A, the sample length and the cross-sectional area. Id, n0, p0 are the current and the
carrier densities in the dark, and Iph, ∆n, ∆p are the incremental values caused by the illumination.

In practical scenarios, some of the photogenerated carriers get trapped at defects,
leading to unequal contributions of ∆n and ∆p to the photoconductivity in Equation
1. This trapping effect is manifested in lower mobilities µn and µp compared to the
theoretical free-carrier mobility. Interestingly, many widely used materials exhibit
significantly unequal carrier mobilities, resulting in one of the terms in Equation 1
being much larger than the other. For example, in intrinsic silicon, the electron term
dominates, while in chalcogenide glasses, the photocurrent is mainly carried by
holes. In such instances, Equation 1 effectively simplifies to a one-carrier equation.

2.1.2. The constant photocurrent method (CPM)
The constant photocurrent method (CPM) was introduced [5, 6] as a technique to

determine the optical absorption coefficient (α) as a function of photon energy (E). In
CPM, the photocurrent is maintained at a constant level by continuously adjusting
the light intensity (I0) while scanning the photon energy across the spectrum. This
constant photocurrent condition implies a stationary position of the quasi-Fermi
levels and thus a constant free carrier lifetime (τ). By considering the expression,

σph = eµτ

(
I0

hν

)
(1 − R)ηα (2)

where σph is the photocurrent, e is the electronic charge, µ is the carrier mobility, R
represents recombination effects, and η is the quantum efficiency of carrier genera-
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tion and the product I0
hν remains constant. This constancy allows the determination

of α from the measurement, provided that the energy dependence of µ, R, and η in
Equation 2 is negligible.

2.1.3. Dual beam photoconductivity (DBP)
Similar to the constant photocurrent method (CPM) described earlier, the dual-

beam photoconductivity (DBP) technique also aims to determine the sub-bandgap
optical absorption in a photoconductor. In DBP, a constant and uniformly absorbed
light intensity I0 is used to create a stable excess carrier density and free-carrier life-
time τ in the material. In this setup, a low-intensity, tunable light source produces a
chopped signal (IE) that is added to the background illumination. This combination
generates small variations in photoconductivity (δσph (E)). By using synchronous
lock-in detection of this AC signal, one can obtain the necessary information to
deduce the optical absorption coefficient (α(E)). DBP allows to perform measure-
ments with varying background illumination intensities. This allows testing the
photoconductor absorption at different positions of its quasi-Fermi levels, which are
related to the distribution of electronic states known as the density of states (DOS)
in the material.

2.1.4. Modulated photoconductivity (MPC)
The experimental technique known as Modulated Photoconductivity (MPC)

aims to determine the distribution of states within the bandgap of a photoconductor
by analyzing the phase shift between an alternating current (AC) photo-excitation
and the resulting AC photocurrent at different modulation frequencies of the light
[7, 8]. The MPC setup, shown in Fig 2, illustrates the phase difference between the
illumination and the photocurrent.

Figure 2: Schematic diagram of a MPC set-up, and the phase relationship between exciting light
intensity and the resulting photocurrent (lower frames).
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Two distinct modulation frequency ranges have been identified. In the high-
frequency region, typically from a few Hz to the kHz range, the signal is mainly
influenced by carrier release from traps, where the release rate matches the mod-
ulation frequency. By assuming that the release probability from traps decreases
exponentially with trap depth, the measured phase shift can be linked to the DOS
of the material. The relationship between the phase shift and the DOS is expressed
by the following equation:

g(E) ∝
sin(θ)

Iac

, E = KT ln
ν0

ω

where θ and Iac are the phase and intensity of the AC photocurrent, K is the Boltz-
mann constant, T is the temperature, ν0 is the attempt-to-escape frequency, ω is the
modulation frequency and E is the energy. In the low-frequency region, the phase
shifts are determined by recombination and trapping in deep states, and the DOS
varies according to tan(θ)/ω. The transition between these two regions depends
on the position of the quasi-Fermi levels, which can be adjusted by changing the
illumination intensity. MPC is most effective in photoconductors where one carrier
type dominates the current, allowing for the analysis to focus on one side of the
bandgap.

Figure 3: DOS below the conduction band (CB) edge of a polymorphous silicon sample deposited at
423 K, and measured by MPC as-deposited, after light soaking, and after two stages of subsequent
annealing [9].
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Fig. 3 presents an example of DOS profiles determined using MPC. It shows
the conduction-band side of the bandgap of a polymorphous silicon sample, both
as-deposited and after light soaking and subsequent annealing [9]. MPC provides
valuable information about the electronic properties of the material, especially when
one carrier type is prevalent, and helps to study changes in the bandgap structure
due to external factors like light soaking and annealing.

2.2. Transient photoconductivity measurements (TPC)
Transient photoconductivity (TPC) is a fascinating area of study that involves

investigating how photocurrents evolve during their buildup or relaxation and how
materials respond to pulsed excitation. When examining steady state photoconduc-
tivity (SSPC), the initial turn-on transient, which results from the complex interplay
between carrier generation and recombination was observed. At high excitation
levels, this interplay can lead to interesting phenomena, such as current overshoots.
Conversely, the relaxation of SSPC when turning off the excitation is relatively
easier to analyze, primarily involving carrier recombination. On the other hand,
TPC experiments, utilizing pulsed excitation, offer a more straightforward analysis.
Unlike in SSPC, TPC measurements do not need to consider the quasi-equilibrium
distribution of trapped photogenerated carriers in the material. Instead, they can be
analyzed in the context of the thermal equilibrium distribution of carriers present in
the material. The study of transient photoconductivity provides valuable insights
into the dynamic behavior of carriers in materials. Whether observing photocurrent
buildup or decay, or studying the response to pulsed excitation, different experimen-
tal approaches offer unique advantages, contributing to a deeper understanding of
the fascinating photoelectric properties of materials.

2.2.1. Current relaxation from the steady state
When the steady state illumination is stopped, the rate equation governing

the non-equilibrium carrier distribution no longer includes the generation term.
However, the carrier density and the recombination process remain unchanged.
As a result, the initial decay of the photocurrent will be determined by the same
recombination mode that existed under SSPC conditions. For monomolecular recom-
bination, a spectroscopic analysis of the relaxation current can be easily achieved,
where the product of the photocurrent and time is proportional to the DOS in the
bandgap [10]. The relationship is expressed as

Iph(t)t ∝ g(E), E = KT ln(ν0t) (3)

On the other hand, when bimolecular recombination dominates, the connection
between the current and the distribution of recombination centers is less straight-
forward, making spectroscopic analysis challenging. Unfortunately, bimolecular
recombination is common in good photoconductors. Despite the complexities, re-
laxation of the steady state current has been used to estimate free carrier lifetimes,
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often on a phenomenological basis due to limited information on the involved
recombination mechanisms. In such cases, an exponential fit to the initial decay
is often utilized for making the estimate. However, when different recombination
mechanisms are at play, the initial decay might not represent the most significant
aspect of carrier behavior. This situation arises, for example, when observing persis-
tent photoconductivity, where one of the relaxation times involved is longer than
the observation time.

2.2.2. Transient photoconductivity
In the standard TPC experiment, free carriers are excited into the transport band

by a brief light pulse at t = 0. These carriers then move under the influence of an
electric field until they recombine. Along their journey, they encounter various traps
in the material, causing them to be immobilized multiple times. At the beginning
of the experiment, the carrier distributions are in thermal equilibrium, and both
the trapping sites for electrons above the Fermi level and the hole trapping sites
below EF are vacant, allowing the newly created carriers to access all trapping
sites. Carrier release from traps is a thermally activated process, where deeper
traps immobilize carriers for longer times, leading to lower transient currents.
As shallower traps release trapped carriers sooner, re-trapping occurs, resulting
in more carriers occupying deeper states and further reducing the current. To
study the thermalization of excited carriers until recombination takes place, the
experiments are typically conducted in the secondary photocurrent mode, with
ohmic electrical contacts applied to the sample, ensuring that carrier loss is solely
due to recombination. Gap cells with co-planar electrode geometries are often used.
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Figure 4: DOS below the conduction band edge in a-Si:H, obtained through Fourier transforms of the
transient photocurrent [11, 12].

An alternative approach to tackle the challenges in analyzing the transient
current is by performing a Fourier transform [11], which translates the current decay
into the frequency domain. This Fourier transform reveals the frequency response
I(ω) of the photoconductor, equivalent to the photocurrent intensity Iac used in
the MPC method. Using similar procedures, valuable information on the density
and energy distribution of localized states within the bandgap can be extracted.
Both Fourier and Laplace transform techniques have been employed to convert
TPC signals into DOS information [12]. The application of Fourier-transform TPC
analysis to an a-Si:H sample is exemplified in Fig.4, illustrating its potential for
understanding the energy range probed in comparison to the limitations of MPC.

2.2.3. Time-of-Flight photoconductivity measurements
The time-of-flight (TOF) experiment, originally designed to determine the drift

mobility of free carriers in high-mobility materials, has been particularly successful
when adapted for low-mobility materials like organic or amorphous semiconduc-
tors [13]. In these materials, it has been effectively used for both drift mobility
measurements and as an alternative transient photoconductivity (TPC) technique to
investigate the energy distribution of localized states.
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Figure 5: Time-of-flight (TOF) measurement setup for hole drift in the sample’s length L under the
influence of a positive applied voltage. The resistor R can be adjusted to a low value to minimize RC
distortion at short times, or to a high value to enhance the detectability of weak signals at the expense
of time resolution.

In TOF measurements, the sample comprises a layer of the photoconducting
material positioned between two electrodes (Fig.5), which act as barriers for carrier
injection into the sample. At least one of the electrodes must be semi-transparent to
enable photo-excitation of free carriers in the material just beyond the illuminated
contact, triggered by an intense light flash. Depending on the electric field’s polarity
applied across the sample, either electrons or holes will be drifted through the
material[14]. Upon reaching the back contact, the current drops as the blocking
contact ensures that only the primary photocurrent is measured. The drift mobility
(µd) can then be calculated using the transit time (tT), which is the time it takes
for the charge sheet to cross the sample. The relationship is expressed as µd = L

tT
F,

where L is the sample length, and F is the applied electric field. The transit time
can be measured directly from the current trace, with varying definitions, such as
the time when the current drops by 10% to 50% (the latter being more commonly
used). Alternatively, it can be obtained by integrating the current and determining
the time at which the collected charge saturates. To ensure an accurate value of
µd, the applied electric field (F) must be uniform and constant during the carrier
transit. This necessitates applying F only a short time before the optical excitation
and ensuring the transit time is short compared to the material’s dielectric relaxation
time.
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Figure 6: TOF hole transients measured at different temperatures with a 10 V applied voltage across a
5.6 µm thick a-Si:H sample. The sample was grown in an expanding thermal plasma at a substrate
temperature of 250°C and sandwiched between Mo contacts [15].

In materials with a wide distribution of localized gap states, such as disordered
photoconductors, the drifting charge package spreads along the sample’s length.
To identify a representative transit time, researchers analyze the current versus
time plot using a double-logarithmic scale, as depicted in Fig.6 [15]. To ensure that
the observed feature indeed indicates carrier transit and not deep trapping of the
photogenerated charge, measurements at various temperatures and applied fields
are required. In materials exhibiting this anomalously dispersive transport, the
pre-transit current demonstrates characteristics similar to those observed in the TPC
explained earlier. Therefore, information about the distribution of gap states (g(E))
contained in the current transient can be extracted using the same methods. In the
past, both the pre-transit current transients and the measured drift mobility values
were utilized to estimate the DOS in the band tails of disordered semiconductors.
For this purpose, trap-controlled transport modeling was employed to reproduce
the experimental variation of µd with temperature and electric field.
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Figure 7: (a)TOF hole transients, displaying the post-transit regime, obtained from a 2 µm thick a-Si:H
sample grown at a rate of 6 nm/s and 450◦C, with an applied voltage of 10 V. (b) The corresponding
DOS profile is calculated, with Q0 = 2 × 10−9 C, ν = 1012 s−1, g(0) = 1021 cm−3 eV−1, and µ0 = 8
cm2 V−1 s−1 [16]).

For times longer than the TOF transit time, a steeper current decay indicates that
carriers are leaving the sample. The post-transit current observed at this stage is
primarily due to carriers emitted from deep states within the bandgap, where they
were initially trapped. By analyzing these post-transit TOF current transients appro-
priately, researchers can gain insights into the distribution of localized states deeper
within the gap [17]. This analysis corresponds to the relationship g(E) α [I(t)t] as
shown in Equation 3. An example of such post-transit analysis, revealing the DOS
on the valence band side of a hydrogenated amorphous silicon sample is illustrated
in Fig.7.

2.2.4. Interrupted field time-of-flight
The interrupted field time-of-flight (IFTOF) experiment differs from the previous

time-of-flight experiment in a crucial way. In IFTOF, the applied electric field that
propels the photogenerated carriers through the sample is temporarily turned off
before the carriers have completed their transit. When the field is turned on again,
a lower current intensity is measured, indicating that some of the drifting carriers
have become trapped in deep states [18]. By studying the current drop as a function
of the interruption time, the deep-trapping lifetime of the carriers can be assessed.
Typically, recombination can be disregarded in time-of-flight experiments since only
one type of carrier drifts through the sample. However, by initially charging the
sample with carriers of one polarity and then conducting an IFTOF experiment
that drifts carriers of the opposite polarity through the sample, recombination
parameters can also be studied [19].
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Another intriguing approach to study the recombination process is a modifica-
tion of the TOF experiment. After generating free carriers through one contact and
drifting the slower type of carrier into the sample, a second light pulse through the
other contact launches a sheet of carriers with opposite charges towards the first one.
During their crossing, some electrons and holes recombine, the observed current
levels provides insights into the recombination process [20].

3. Scanning Near-Field Optical Microscopy (SNOM)

Scanning near-field optical microscopy (SNOM or NSOM) is a cutting-edge
technique that combines scanned probe technology with the capabilities of op-
tical microscopy [21]. SNOM allows us to explore the nanoworld by providing
high spatial resolution and revealing details like shape, size, chemical composition,
molecular structure, and dynamic properties of nanostructures. While traditional
optical microscopes excel in spectroscopic and temporal selectivity, their resolution
is limited by diffraction to around half the wavelength, typically 0.2-0.5 micrometers
for visible light. Today’s scientific and technological advancements demand tools
capable of characterizing, generating, and manipulating structures as small as a
few nanometers, as seen in biology, microelectronics, and medical sciences. Elec-
tron microscopes, scanning tunneling, and atomic force microscopes can achieve
spatial resolutions of 10 nm and beyond but lack spectral and dynamic capabili-
ties. Additionally, electron microscopes require vacuum operation, limiting their
applications in life sciences and complicating sample handling. SNOM, on the
other hand, offers excellent spectroscopic and temporal selectivity and boasts lateral
resolution reaching well into the sub-100 nm range. While technical challenges once
hindered its widespread use, recent research and development in near-field optics
have overcome these obstacles. SNOM is now a well-understood and powerful
tool for surface analysis, ready to be applied to various physics, chemistry, and
biology-related challenges.

3.1. Theory and Operation of SNOM
Theory: The spatial resolution of conventional optical microscopy is restricted

by diffraction. To fully leverage optical microscopy in nanotechnology, it becomes
essential to surpass the diffraction limit and enhance spatial resolution. Achieving
this requires the use of a subwavelength aperture. The key to attaining high spatial
resolution beyond the diffraction limit is through near-field illumination using a
subwavelength aperture.
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Figure 8: An illustration depicting the fundamental concepts of achieving sub-wavelength resolution
in near-field optics. It relies on two essential conditions: (1) employing a light source with sub-
wavelength properties (represented by the aperture in the diagram), and (2) positioning the sample
within the close vicinity of the light source, known as the near-field zone. These conditions are crucial
for achieving high-resolution imaging and probing capabilities in the near-field optical setup.

To maximize the performance of aperture SNOM, it is crucial to study the electric
field distribution behind a small aperture. The sample is illuminated by a plane
wave (Fig.8) can be represented as

E = E0 exp(i(k · r − ωt)), where, k2 = k2
∥ + k2

z

with a wave vector k = 2π
λ , where λ represents the wavelength, k∥ and kz represent

the wave vectors transverse and longitudinal to the surface, respectively. Immedi-
ately after passing through this aperture, the transmitted field will remain relatively
confined within its width. For an aperture of width ’a’, The transverse component of
the wave vector k∥ is given by k∥ = 2π

a . Consequently, the longitudinal component
can be expressed as

kz =

√(
2π

λ

)2

−
( k∥

a

)2

Depending on the magnitude of k∥, two different solutions for k⊥ can be obtained,

kz =


√

k2 − k2
∥, if k∥ ≤ k

i
√

k2
∥ − k2, if k∥ > k

(4)

It is obvious that for a < λ, kz becomes imaginary (case 1 of Equation 4). As a
result, an electric field containing an imaginary wave vector along the propagation
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direction is indicative of an evanescent field. Consequently, it remains tightly
confined to the aperture and does not spread into the distant field. The significant
confinement is accountable for the remarkable resolution attainable in scanning
near-field optical microscopy.

For a much larger aperture size (a > λ), the transmitted field closely resembles
that of the incident field (case 2 of Equation 4). The transmitted field primarily
propagates in the forward direction, with a propagation vector kz ≈ k. With a larger
aperture, the spectrum of the transmitted field in the propagation direction will be
dominated by propagating components. The presence of evanescent components,
which are responsible for near-field effects, becomes minimal. The transmitted light
through the aperture will experience diffraction, leading to the spreading of the
beam and reduced spatial resolution. This phenomenon limits the ability to achieve
high-resolution imaging using conventional optical systems. The transmitted field
will be weakly localized at the vicinity of the aperture and will not exhibit strong
confinement. Consequently, the enhancement of near-field effects is limited.

Operation: The setup of an SNOM system resembles that of other scanning
probe microscopes. It involves a tip, which is a subwavelength light source or
detector, and a scanning system that precisely moves the tip relative to the sample
with sub-nanometer accuracy. A feedback mechanism (dither piezo) ensures a
constant and near-field tip-sample separation. Data acquisition and scanning are
controlled and synchronized by a computer (Fig.9). To complete the SNOM system,
an external laser and a sensitive optical detection system (photomultiplier tube
(PMT)) are incorporated, tailored to specific applications. Typically, the SNOM
head is integrated into a conventional far-field optical microscope, enabling precise
positioning of the SNOM tip on the desired part of the sample. As a result, SNOM
functions as the highest magnification of the entire optical microscope setup.
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Figure 9: An illustration representing the Scanning Near-Field Optical Microscopy set up. The system
incorporates an external laser and optical detection (PMT) customized for applications. It is integrated
into a conventional optical microscope, the SNOM tip’s precise positioning makes it the highest-
magnification element.

4. Applications and Advances

Organic semiconductors: The photoconductivity of rubrene crystals [22], focusing
on exciton and charge carrier behavior. At low excitation, both bulk and surface
photoconductivity showed linear responses (α = 1). At higher intensities, bulk
photoconductivity followed bimolecular recombination (α = 1/2). Pristine rubrene
exhibited a unique α = 1/3 behavior at the surface due to dominant triplet-charge
quenching. At even higher intensities, surface and bulk photoconductivity exhibited
α = 1/4 and 0.4, respectively, attributed to triplet-triplet fusion competition. The
findings offer insights into nonlinear photoconductivity in highly-ordered organic
semiconductors, crucial for optoelectronic applications.

The electronic structure of bulk heterojunction (BHJ) solar cells using photo-
conductivity spectral response and carrier mobility measurements [23], along with
theoretical calculations was invextigated. Evidence suggests the presence of band
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tail states with an approximately exponential DOS, supported by both experiments
and theory. However, the specific band tail being measured remains uncertain. The
measurements indicate that the interface band gap, which separates the polymer
HOMO and the PCBM LUMO, occurs at an absorption coefficient of approximately
10 cm−1 in the spectral response data, potentially providing valuable information for
other BHJ solar cells. A DOS model is developed, but certain aspects of it are still un-
determined. The photoconductivity spectral response can be explained by a model
involving weak phonon coupling with disorder-induced band tail states, contrasting
with a strong phonon coupling model. Distinguishing between the two models is
challenging, and both band tail states and phonon coupling may play significant
roles. Transient photoconductivity measures the combination of electron and hole
transport, but distinguishing between them is currently not possible. An analytical
procedure is devised to extract the dispersion parameter and mobility from experi-
mental data. The slower carrier shows dispersion with a room-temperature mobility
of approximately 10−4 cm2/V s, exhibiting thermal activation and a temperature-
dependent dispersion parameter consistent with multiple trapping in an exponential
band tail.

A group of researchers investigated the effect of strong coupling on polaron
photoconductivity in an organic semiconductor called TAPC doped with MoO3
[24]. Strong coupling occurs when molecular electronic or vibrational transitions
hybridize with light to form polariton states, which can have different properties
than the uncoupled molecules. To conduct their study, the researchers used mea-
surements of the photoconductivity spectral response and carrier mobility, along
with theoretical calculations. They coupled the charged molecules (polarons) to a
Fabry-Perot microcavity to achieve strong coupling. They then measured the photo-
conductivity spectra and observed polaron polariton modes. It showed that the field
dependence of the photoconductivity changed with strong coupling. This indicated
a modification in the initial photoinduced electron transfer event responsible for dis-
sociating coulombically bound holes from their MoO3 counterions. The researchers
proposed that strong coupling increased the thermalization length, affecting the
dissociation yield and charge transfer rate. However, the exact mechanism behind
the polariton-enhanced charge transfer still requires further investigation. The find-
ings highlight the potential of strongly coupled exciton and polaron systems for
studying cavity-controlled electron transfer.

A comprehensive comparison of infrared spectroscopy techniques was con-
ducted on organic semiconductor single crystals [25]. The three methods used were
FT-IR microscopy, AFM-IR, and IR-SNOM. Interestingly, distinct IR spectra were
obtained for each technique, with certain molecular modes being either enhanced
or suppressed depending on the crystal’s molecular orientation and the chosen
method. Notably, AFM-IR spectra quality varied significantly based on the molec-
ular structures, likely influenced by distinct thermal expansion coefficients along
different crystal axes. In the case of IR-SNOM, the orientation and polarizability of
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the π-conjugated core of molecules played a significant role in the signal strength
and enhancement of specific out-of-plane modes. Both AFM-IR and IR-SNOM
exhibited the ability to discern local structures in polycrystalline samples of the
organic semiconductor PDIF-CN2 with excellent spatial resolution. However, inter-
preting the contrast observed in the spectra remains a formidable challenge. To gain
further insights, future studies should explore additional model systems and con-
duct comparative investigations to ascertain the strengths and limitations of these
advanced IR spectroscopy and microscopy techniques. Establishing guidelines for
their application in molecular semiconducting thin films beyond basic morphology
would be of great value.

Infrared scattering-type scanning near-field optical microscopy (IR s-SNOM) to
investigate molecular crystallites of diindenoperylene (DIP) on a nanoscale level
[26]. The researchers observed two distinct groups of DIP molecular orientations on
a MoS2 substrate, influenced by defects in the substrate. By analyzing the ratio of
scattered optical amplitudes, they accurately determined the molecular orientation
without the need for a reference comparison. The study also involved density
functional theory (DFT) calculations to understand the coupling effects between
orthogonal vibrational modes near the absorption peak at 1450 cm−1. This allowed
them to explain the reduced ratio of optical amplitudes observed in the experiments.
Overall, the novel approach demonstrated the potential of IR s-SNOM in studying
molecular orientations and defects in organic films, with potential implications for
developing organic optoelectronic devices.

Scanning near-field optical microscopy (SNOM) along with pump-probe spec-
troscopy to investigate the behavior of excitons (excited states of molecules) in thin
films of a material called perylenetetracarboxylic dianhydride (PTCDA)[27]. They
illuminated the film with a pump laser at 520 nm to excite the excitons and then
probed the material with a second laser at 650 nm to measure how the excitons
behaved over time. The SNOM setup allowed them to obtain high-resolution images
of the exciton population, providing detailed information about their dynamics.
They found that the behavior of excitons was influenced by their density and ob-
served a phenomenon called exciton-exciton annihilation at high exciton densities.
The study demonstrated that pump-probe SNOM can provide more accurate in-
formation about exciton dynamics compared to conventional SNOM techniques.
Additionally, they found that using high repetition rate laser systems could speed
up imaging and enable pump-probe measurements with very low pulse energies.

2D Materials: The photoconductivity of the MoS2 films [28] was investigated
by exposing the films to light using a solar simulator and measured the resulting
photocurrent. Surprisingly, the photoconductivity behavior did not follow a linear
relationship with light intensity, which is typically observed for semiconductors.
Instead, it scaled roughly with the square root of the incident light intensity. This
behavior is usually associated with bimolecular recombination, indicating the pres-
ence of trap-free systems. However, further analysis revealed that the slow rise and
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decay of the photocurrent indicated the presence of traps. Traps are localized states
in the material that can capture and release charge carriers (electrons and holes)
under light exposure. These traps can slow down the photocurrent response and
lead to non-linear behavior. The researchers proposed that the traps might be asso-
ciated with the edges of the MoS2 flakes in the film. Despite the presence of traps,
the devices showed reasonable photoresponsivity, matching the early reports for
monolayer graphene photodetectors. The spectral response of the devices indicated
an apparent peak around 650 nm, which is consistent with the expected behavior
for MoS2 excitons. The devices exhibit photoconductivity, but the presence of traps
introduces complexity in the photocurrent behavior. Further research could explore
passivation methods to reduce the effects of traps and improve device performance.

TOF photoconductivity measurements to study the electron transport properties
was investigated on Ti3C2Tx MXene thin films [29]. The results showed that the
electron mobility in these MXene flakes reached values as high as 279 cm2/Vs. This
mobility is substantially higher than the previously reported field-effect mobility,
which was below 10 cm2/Vs. The researchers attribute this difference in mobility to
the precise exfoliation process of MXene and the efficient deposition method used to
create the layers. The exfoliation yielded flakes with relatively large dimensions, up
to several microns in size. The layers formed a film consisting of up to 6-layer-thick
interconnected flakes with random orientations. The charge transport through
this network of randomly connected flakes is characterized as a combination of
charge transport through crystalline flakes and trapping in localized states at the
interfaces between flakes. The former process results in high charge mobility, while
the latter leads to low charge carrier mobility. The study suggests that the observed
high charge carrier mobility in these layers is a result of the transport through
several pristine MXene layers away from the dielectric interface. This reduces the
impact of charge trapping at the interface and results in an overall higher observed
mobility. However, the charge carrier mobility still exhibits a positive dependence
on the electric field of the Poole-Frenkel type, typical for disordered materials. This
behavior is associated with the multilayered network of randomly distributed flakes
with an interfacial electronic structure, which improves charge carrier transport
bypassing the trapping effect.

Near-field photocurrent nanoscopy to study bare and encapsulated graphene
[30]. In bare graphene, they observed strong photocurrent signals at grain bound-
aries, indicating modified electronic properties. Random photocurrent variations
suggested charge puddles with varying carrier densities. In encapsulated graphene,
strong carrier density variations near edges were noticed, possibly due to water
molecule penetration. To address edge doping, local conductive gates were used,
effectively suppressing edge and photodoping effects. The technique provided
valuable insights into graphene’s local electronic properties, enhancing our under-
standing of its behavior and potential applications in electronic devices.

A new tunable laser source called OPO/OPA laser to perform near-field pho-
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tocurrent nanoscopy (s-SNOM) on few-layer graphene (FLG) [31]. They achieved
nanoscale resolution and directly measured the complex optical conductivity reso-
nance in bilayer graphene (BLG) at around 0.39 eV. This technique allowed them to
map the electronic and optical properties of graphene with high spatial resolution.
They suggest that this approach can be extended to investigate the IR-conductivity
properties and specific resonances in various stacking orders, including twisted
graphene and Moiré patterns. By combining s-SNOM with low-temperature mea-
surements, they could even investigate superconductivity phenomena in magic-
angle graphene at infrared frequencies.

5. Challenges and Future outlook

Challenges in photoconductivity measurements using scanning near-field opti-
cal microscopy (s-SNOM) in organic semiconductors and 2D materials arise from
several factors [21]. One of the primary challenges is achieving high spatial reso-
lution. The near-field region is constrained by the tip size, limiting the ability to
probe small-scale features or nanoscale devices with precision. Additionally, the
signal-to-noise ratio in s-SNOM measurements can be a limitation, especially when
dealing with weak photocurrent signals in organic semiconductors or 2D materials.
Improving the sensitivity of the detection system is crucial to accurately measure
low photocurrent levels and obtain meaningful data. Efficiently coupling light to
the sample and collecting scattered light for detection is another hurdle in s-SNOM
measurements. In organic semiconductors or 2D materials, achieving efficient opti-
cal coupling can be challenging due to their unique optical properties. Furthermore,
accurate calibration and quantification of the measured photoconductivity values
are essential for meaningful results. This requires careful consideration of vari-
ous parameters, including the tip-sample distance, tip properties, and background
subtraction.

In the future, advancements in instrumentation will enhance the capabilities of
SNOM for photoconductivity measurements. This may involve the development
of more sensitive detectors and tunable laser sources to explore a broader range of
wavelengths and improve signal detection. Combining SNOM with other imag-
ing techniques, such as atomic force microscopy (AFM) or Raman spectroscopy,
can provide complementary information and a more comprehensive understand-
ing of the electronic and structural properties of organic semiconductors and 2D
materials. Introducing time-resolved techniques in SNOM can reveal dynamic pho-
toconductivity processes, shedding light on charge carrier lifetimes, recombination
dynamics, and photoresponse mechanisms in these materials. Advancements in
theoretical modeling and simulations will aid in accurately interpreting SNOM
data and gaining a deeper understanding of the photoconductivity behavior in or-
ganic semiconductors and 2D materials. Integrating SNOM with device fabrication
and electrical measurements can provide a more comprehensive understanding
of the photoconductivity behavior in real devices, facilitating the optimization of
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device performance. Addressing the challenges and exploring future directions in
SNOM photoconductivity measurements will help to gain valuable insights into the
electronic properties of organic semiconductors and 2D materials. These advance-
ments are vital for the development of next-generation electronic and optoelectronic
devices.

6. Conclusion

Scanning near-field optical microscopy (SNOM) has proven to be a valuable tech-
nique for studying photoconductivity in organic semiconductors and 2D materials.
Its nanoscale spatial resolution and non-contact nature provide unique insights into
the electronic properties of these materials at the sub-wavelength level. Through
SNOM, it has been able to directly map and characterize photoconductivity phenom-
ena, including charge carrier transport, trapping, and recombination processes. This
has contributed to a better understanding of the fundamental behavior of organic
semiconductors and 2D materials, with potential implications for the development
of advanced electronic and optoelectronic devices.

The research has independently explored the photoconductivity of organic semi-
conductors and 2D materials using scanning near-field optical microscopy (SNOM).
However, there remains a significant opportunity to investigate the photoconduc-
tivity of their heterostructures, combining these materials in novel ways. This
approach has the potential to yield valuable and exciting results, leading to a deeper
understanding of the complex behavior of these hybrid systems and paving the way
for the development of advanced and tailored optoelectronic devices.
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Abstract

We present a review of some of the state-of-the-art studies in the theoret-
ical modeling of processes with significant impact on the expected light
curves of Tidal Disruption Events (TDE) in visible light, with emphasis in
the influence of the parameters (e.g. star orbit parameters, effects of general
relativity theory) in the characterization of TDE events, black hole masses
and their environments. In this respect, observational correlations, TDE
emission mechanisms, and hydrodynamical simulations are also covered
to dive into the dynamics of TDEs. Challenges in understanding optical
emissions and future directions toward more realistic simulations are dis-
cussed, in light of the forthcoming Legacy Survey of Space and Time (LSST)
project at the Vera Rubin Observatory, which is expected to discover tens
of thousands of TDEs in 10 years of operation.

Keywords: Black hole physics, Hydrodynamical simulations, Relativistic
fluid dynamics, Tidal disruption

1. Introduction

In the late 1970s, the concept of Tidal Disruption Events (TDEs) emerged
as a theoretical idea. They were regarded as a dynamic outcome of mas-
sive black holes (MBHs) postulated to exist at the cores of most galaxies
[1, 2]. In this scenario, the trajectory of a star could lead it to a proxim-
ity where the MBH’s gravitational forces either tear it apart or capture it.
The outcome depends on how the tidal disruption radius compares to the

Email address: mario.aguilar@ung.si (Mario Aguilar)

Preprint submitted to UNG Communication in Science September 13, 2023



black hole’s event horizon size. When a star is torn apart beyond the event
horizon, which typically occurs when the black hole mass is less than or
around 108M⊙, a luminous burst of radiation is anticipated. This radiation
stems from the portion of tidal debris that remains bound and falls back
onto the black hole, subsequently forming an accretion disc as it circular-
izes [3, 4, 5, 6]. At that time, this electromagnetic (EM) signal was proposed
as an effective method to investigate quiescent MBHs residing in the cen-
ters of galaxies, especially when direct dynamical measurements of black
hole mass are unattainable [7].

Additionally, TDEs serve as an astronomical laboratory for observing
the real-time emergence of an accretion disc and jet. During a TDE, a MBH
that was previously inactive undergoes a substantial alteration due to a
sudden inflow of gas. This gas, potentially accompanied by magnetic flux,
originates from a star that has been disrupted and becomes available for the
process of accretion onto the MBH. Because the time frame for the remnants
of the disrupted star to fall back towards the MBH and form a circular path
is extremely short – often just a matter of months – TDEs offer a unique op-
portunity to observe the gradual formation of an emerging accretion disc.
This also includes the initiation of any concurrent outflow or jet of mat-
ter. Once accretion sets in, it is doable to explore the density of gas in the
central parts of galaxy cores by studying the effects of photoionization and
the interplay between jets, outflows, and the environment surrounding the
nucleus of the galaxy [7].

The rate at which stars are likely to undergo tidal disruption (TDE rate)
is influenced by factors such as the mass, spin, binarity and occupation
fraction of MBHs. This renders TDEs highly valuable for investigating the
characteristics of MBH demographics [7]. The observed TDE rate is in the
range of 10−5 to 10−4 galaxy−1 yr−1 [8, 9, 10, 11, 12, 13, 14, 15].

The importance to study MBHs or supermassive black holes (SMBHs)
owes to the fact of their location in galactic centers, which has a signifi-
cant impact on the dynamics and evolution of galaxies. One of the ways
in which MBHs and SMBHs influence galaxies is through their interaction
with the surrounding matter. As material falls toward the black hole, it
forms an accretion disc and releases large amounts of energy in the form of
EM radiation or winds. This can have a significant effect on the star forma-
tion and evolution of the host galaxy. Despite their widespread presence,
the properties of most MBHs and SMBHs are not well known, due to the
majority of them being in a quiescent state, and therefore challenging to
study [7].

Currently there are around one hundred observed TDE candidates [16].
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This counting is predicted to experience a substantial upswing, approx-
imately one thousand additional sources each year [17], as new surveys
begin, such as Legacy Survey of Space and Time (LSST), commencing in
2024 at the Vera Rubin Observatory [18].
The main goal of this paper is to present a brief review of some theoretical
aspects for a quick start in the use of the latest available codes to execute
TDE hydrodynamical simulations, with some modern inputs from obser-
vations. Some theoretical aspects not covered in this paper include, for ex-
ample, the scattering conditions of the star into the loss cone, partial tidal
disruptions, and nuclear reactions, which are not considered essential for
a first approach to run these modern scripts. A more extensive theoretical
focused review can be found, for example, in [19]. This paper is not in-
tended as a review of observational aspects of TDEs, with a more extensive
modern review published in [7].

The paper is structured as follows: Section 2 contains some theoretical
foundations of TDEs needed to understand both the observations and hy-
drodynamical simulations, including the conditions that the astrophysical
configuration must obey to undergo a disruption and a time-ordered de-
scription of the dynamics of the disruption. In Section 3 some basic ideas
of the main observational EM emission measurements are given along with
a narrative of how these emissions are speculated to be generated. The pro-
cesses presented do not include secondary emissions such as IR emissions.
In Section 4 a description of the two main approaches to perform TDE hy-
drodynamical simulations is presented, and an example of one of the most
suitable codes for TDE hydrodynamical simulations is briefly introduced.
Section 5, based in the latest efforts performed in numerical hydrodynam-
ical simulations, presents avenues for further research. Finally, Section 6
concludes the paper.

2. Theory

2.1. Disruption Conditions
A MBH or SMBH situated at the center of a galaxy can be modeled as

a gravitational sink, drawing in stars that come close enough to it. The
elimination of a star can happen through two manners, contingent on the
mass of the MBH and the characteristics of the star. Firstly, the star may
be engulfed by the MBH if it gets too close and crosses the event horizon,
disappearing from any external observer. Alternatively, the tidal forces ex-
erted by the powerful gravitational pull of the MBH may disrupt the star,
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tearing it apart. In cases where the star is a compact object like a neu-
tron star or another black hole, it remains relatively unaffected by the tidal
forces of the MBH and it is eventually swallowed as a whole. This fate can
also befall ordinary stars, provided they possess the necessary conditions
to withstand being torn apart by the intense tidal forces of the MBH [20].
In this situation, a star with a mass denoted as M⋆ and a radius represented
by R⋆, is following a parabolic path at a distance r from the MBH, located
in the focal point of the orbit with a mass MBH. The tidal forces exerted
by the MBH intensify as the star draws nearer. If the star comes within a
distance where the tidal forces surpass the star’s self-gravitational forces, it
will be torn apart or disrupted [21]. Recalling the gravitational constant G,
this condition can be mathematically expressed as,

GMBHR⋆

r3 >
GM⋆

R2
⋆

, (1)

The maximum distance from the MBH at which a star can be ripped apart,
the tidal radius Rt [1], is then

Rt ≡ R⋆

(
MBH

M⋆

)1/3

, (2)

Using the pericenter distance of the orbit Rp, it is customary to define the
penetration factor,

β ≡ Rt

Rp
, (3)

Stars with a β > 1 undergo complete disruption. On the other hand, if
a star has β ≤ 1, it may only experience a grazing interaction with the
tidal sphere, leading to a partial disruption. In such instances, the star’s
core remains intact, while the MBH only removes some of the star’s outer
layers [21].
A luminous burst resulting from a complete disruption of a star sets both
a lower and upper limit on the MBH mass. The lower limit is determined
by the size of the star and its pericenter distance [21]. Should the pericenter
distance to the black hole be smaller than the star’s radius, the star will
fully engulf the black hole, making the flare unobservable. On the other
hand, the upper limit on the MBH’s mass is defined by the Schwarzschild
radius. A flare occurs only if the star is disrupted outside the event horizon
of the black hole. In the straightforward scenario of a non-rotating MBH,
the Schwarzschild radius, Rs, exhibits a linear growth with its mass,

Rs =
2GMBH

c2 , (4)

4



where c is the speed of light. Combining this with Eq. 2, the upper limit on
the mass of the black hole, capable of causing the disruption of a specific
type of star outside the event horizon, is obtained [20],

Mcrit = 1.1 · 108M⊙

(
R⋆

R⊙

)3/2 ( M⋆

M⊙

)−1/2

, (5)

The radius of the Sun is denoted as R⊙, and the mass of the Sun is repre-
sented by M⊙. According to Eq. 5, if the mass of a black hole, denoted as
MBH, is less than or equal to 108M⊙, a main sequence star will be disrupted
outside the event horizon of the black hole. However, evolved stars can
be disrupted by black holes with higher masses. When it comes to white
dwarfs, they will only be disrupted outside the event horizon if the mass
of the black hole is less than or equal to 105M⊙, which corresponds to in-
termediate mass black holes (IMBHs) [21].
In Fig. 1, there is the MBH − β parameter space for tidal disruption events
(TDEs). For a star to be disrupted outside the Schwarzschild radius RS, it
must fall within its respective triangle on the plot. The left side of the trian-
gle is defined by the condition that the radius of the star R⋆ is less than the
pericenter distance RP; otherwise, the black hole penetrates inside the star.

The calculation of the tidal radius Rt is based on the assumption that
the MBH gravitational field behaves like that of a Newtonian point parti-
cle, which is accurate only at significant distances, where Rt is much larger
than the Schwarzschild radius Rs. However, when considering a Kerr black
hole in the framework of general relativity, the tidal radius and, conse-
quently, the critical mass of the MBH can vary due to the spin of the MBH.
In this relativistic treatment, the MBH’s rotation (spin) introduces addi-
tional complexities that can influence the dynamics of the tidal disruption
event [22, 23].

2.2. Dynamics of TDEs
For the purpose of this section, a star of mass M⋆ and radius R⋆ on a

parabolic orbit about the MBH of mass MBH with the pericenter distance
RP = RT (so that the impact parameter is β = 1) will be analyzed. Ini-
tially, it is assumed that the star remains undisturbed until it reaches the
pericenter of its orbit, as described by [3]. At this point, the star undergoes
disruption. Then, different fluid elements within the star are located at var-
ious distances from the MBH. Consequently, there is a significant variation
in the specific orbital energy ε within the star.
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Figure 1: The diagram illustrates the MBH − β parameter space for TDEs. It displays the
allowed regions where stars of different types can be disrupted: white dwarfs (shown in
green), Solar-type stars (shown in pink), and red giants (shown in purple). A star falling
within its corresponding triangle indicates that it will undergo complete disruption. Be-
neath the triangles, where the value of β is less than 1, the disruptions are only partial or
the interaction between the star and the black hole is weak. When β is much smaller than 1,
there is virtually no interaction between the star and the black hole. In the upper-left corner
of the parameter space, where R⋆ > RP, the black hole penetrates inside the star, and a TDE
cannot occur in this scenario. In the upper-right corner of the diagram, where RS > RP, the
star enters the black hole before undergo disruption. Figure from [21].

Under the assumption that the energy needed to disrupt the star is equiv-
alent to its self-binding energy, the average specific binding energy of the
debris to the black hole is similar to the star’s specific self-binding energy.
The debris farther from the black hole possesses a positive specific energy,
whereas the portions closer to the black hole exhibit negative specific en-
ergy. The spread in the specific orbital energy of the debris is given by
[3, 24, 25]

∆ε = ±GMBHR⋆

R2
t

, (6)

Therefore, around 50% of the stellar remnants possessing a particular or-
bital energy (ε ≤ 0) stay gravitationally bound to the black hole, whereas
the remaining portion with higher energy (ε > 0) becomes unbound. The
proportion of bound and unbound debris may differ if the original stellar
orbit is not precisely parabolic. The illustration of the disruption process
can be found in Fig. 2.
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Figure 2: Beginning of the tidal disruption process of a star. As the star gets closer to a
MBH represented by a black circle and enters the region spanned by the tidal disruption
radius Rt, the MBH’s tidal forces lead to the star’s disruption. About half of the resulting
stellar debris becomes gravitationally bound to the MBH and eventually coalesces into an
accretion disc. Meanwhile, the other half of the stellar debris is not bound by the MBH’s
gravity and escapes into space. Figure from [26].
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2.2.1. Phase 1: Dynamics of encounter at pericenter
The passage of the star at pericentre can then be analyzed in more detail.

In its initial state of hydrostatic equilibrium, the star remains practically
unaltered until it comes within a distance of a few times the tidal radius
Rt from the MBH. At this point, as depicted in Fig. 3, the MBH’s tidal
force begins to deform the star. The deformation primarily occurs along a
nearly radial direction because the stellar components closer to the MBH
feel a stronger gravitational attraction. As the star approaches the tidal
radius, this deformation becomes significant. The pressure response to this
distortion leads to a spread in the orbital energy of the stellar debris, as
described by Eq. 6 [27, 20].

Rt

III

V
IV

I

II

Δϕ≈11°

ε≈0

Rp

Figure 3: Sketch showing the passage of the star (in red) at pericentre inside the tidal sphere
of radius Rt (grey area) with an orbit approximated as a parabola with orbital energy ε ≈ 0.
The time evolution of the orbit is indexed by roman numbers. Due to relativistic precession,
in this example the star precess by an angle ∆ϕ ≈ 11◦ after pericentre passage at distance
r = Rp from the MBH. Figure credit: Taj Jankovič.
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2.2.2. Phase 2: Debris evolution and fallback
Following the disruption, the stellar remnants form an elongated con-

figuration (Fig. 4). In this section, a concise description of the evolu-
tion of the debris stream around the MBH is provided [20]. As the star
reaches pericenter and experiences tidal disruption, the gas within the de-
bris stream moves along nearly ballistic trajectories. Specifically, the de-
bris that is most strongly bound possesses an orbital energy, denoted as
εorb = −∆ε, which is associated with orbits having certain semi-major axes
and periods,

amin ≈5000 R☉

ε≈0

VII

VI V

ε<0 Δϕ≈11°

Figure 4: Diagram showing the second passage of the stellar remnants (in red) at pericentre
inside the tidal sphere (grey area). A parabolic orbit with orbital energy ε ≈ 0 is shown as
the external and open dotted line. The dotted lines corresponding to inner and closed orbits
corresponds to the bound debris with orbital energies ε < 0, including the innermost orbit
linked to the most bound debris, with semi-major axis amin ≈ 5000 R⊙. The time evolution
of the orbit is indexed by roman numbers, labels that are the continuation of the ones in Fig.
3. Owing to the relativistic precession, in this example the stellar debris precess by an angle
∆ϕ ≈ 11◦ after pericentre passage. Figure credit: Taj Jankovič.
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amin =
R⋆

2

(
MBH

M⋆

)2/3

(7)

tmin =
π√

2

√
R3
⋆

GM⋆

√
MBH

M⋆
(8)

The fallback mass rate dm/dt, that is the rate at which the bound matter
falls back to the MBH, is obtained as,

dm
dt

=
dm
dε

dε

dt
=

1
3
(2πGMBH)

2/3 dm
dε

t−5/3, (9)

The rate of change of orbital energy over time, dε/dt, is determined by
applying Kepler’s third law to obtain the energy of the most tightly bound
debris elements after a time period t

ε = −1
2

(
2πGMBH

t

)2/3

(10)

Regarding the mass fallback rate dependence on dm/dε, as a first approxi-
mation, it has been considered a uniform energy distribution [3, 24], which
leads to the extensively known t−5/3 power law decay. Under the assump-
tion that around 50% of the stellar mass makes its way to the MBH anytime
longer than tmin, a maximum value Ṁpk can be defined [28]

dm
dt

= Ṁpk

(
t

tmin

)−5/3

(11)

The assumptions of this theory have been reexamined so far [29] and it
has been pointed out that the fallback mass rate is influenced by the inter-
nal structure of the star. Consequently, for a more accurate determination
of the fallback mass rate, the assumption of a uniform energy distribution
dm/dε should not be made. Although the standard t−5/3 power law re-
mains applicable, it holds true only in the later stages. Thus, in most of
the literature, it is commonly posited that the accretion rate onto the MBH
closely follows the mass fallback rate described by Eq. 9. Similarly, the re-
sulting luminosity of the flare is also believed to be directly related to the
fallback rate as L ∝ Ṁ ∝ t−5/3.

2.2.3. Phase 3: Self-crossing of streams
The general understanding is that the majority of the EM emission ob-

served from TDEs is sourced from the dissipation of orbital energy in the
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debris stream as it returns to the black hole [27]. The initial assumption in
this context is that a circular accretion disc rapidly forms around the black
hole. However, it is not entirely clear how such a disc structure forms from
the debris stream initially. The formation of the disc requires an efficient
dissipation mechanism since rapid circularization demands a significant
amount of energy dissipation in a short period. Two primary dissipation
mechanisms have been proposed for this purpose. The first one involves
the intense compression of the stream at pericentre. However, this mecha-
nism alone cannot achieve complete circularization [30].
The second mechanism of dissipation, as depicted in Fig. 5, involves an in-
teraction where the stream intersects with itself. When the innermost part
of the stream reaches pericentre, the debris undergo changes in their apsi-
dal angles due to relativistic apsidal precession or hydrodynamical effects.
This phenomenon can cause the stream to cross over itself: as the lead-
ing segments move away from the black hole after passing pericentre, they
collide with the portion that is still falling back, resulting in shocks [5, 31].
These shocks can dissipate a portion of the orbital energy of the stream into
heat, as demonstrated by estimates based on inelastic collisions [32, 33].
In fact, various studies have confirmed that self-crossing is generally the
most effective mechanism for dissipating energy in this context [34, 35, 30,
36].

2.2.4. Phase 4: Accretion disc formation
As a consequence of the processes that facilitate the circularization of

the debris stream, an accretion disc is formed. The circularization process
encompasses various mechanisms responsible for dissipating kinetic en-
ergy within the debris stream, transforming its trajectories from elliptical to
circular, and ultimately giving rise to the disc. However, the complete un-
derstanding of this circularization process remains elusive, and it involves
several different mechanisms, as mentioned in Section 2.2.3. Once the ac-
cretion disc takes shape, as shown in Fig. 6, its structure and evolution will
be determined by the efficiency and balance between the timescales of the
circularization itself, radiative cooling, viscous accretion and debris infall
[5].
While accurately describing the processes involved in the circularization
of the stellar debris may pose challenges, it is reasonable to presume that,
eventually, a circularized accretion flow will form around the MBH after
disruption [20]. This particular phase of a tidal disruption event (TDE) has
direct relevance to observations, as it will be described in Section 3.
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Δϕ/2

R
int ≲ a

min

vin

v
out

VIII

Figure 5: Diagram illustrating the self-crossing of the stream (in red). Owing to the relativis-
tic precession, the most bound part of the stellar debris (with an elliptical orbit characterized
by a semi-major axis amin) precess by an angle ∆ϕ after pericentre passage. As a result, this
part of the stream that recedes from the MBH with velocity vout collides with the part of
the stream still approaching the MBH with velocity vin. This encounter occurs at a distance
Rint from the MBH. The dotted lines with arrows show possible subsequent secondary in-
tersections of the streams. The time evolution of the orbit is indexed by the roman number
VII, label that is the continuation of the ones in Fig. 4. Figure credit: Taj Jankovič.

3. Observations

With the increasing number of TDEs, it has become feasible to conduct
detailed comparisons between the observed events and theoretical expec-
tations regarding their emissions. These comparisons aim to deduce the
physical parameters of the events, such as black hole mass and stellar type.
However, the process of understanding the disparities between the obser-
vations and the fundamental predictions for emissions from an accreting
debris disc poses a significant challenge. It necessitates significant mod-
ifications to the simplest emission models in order to try to reconcile the
differences [7].
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 Rd≈10 Rt

IX

Figure 6: Sketch showing the accretion disc (in red) after the process of circularization of
the the debris stream. The external radius of the disc is denoted by Rd. The time evolution
of the process is indexed by the roman number IX, label that is the continuation of the one
in Fig. 5. Figure credit: Taj Jankovič.

3.1. Light Curves
A key characteristic of the debris stream fallback is that if its specific en-

ergy distribution is uniform, represented by dE/dM = 0, the rate at which
material returns to pericenter follows a power-law pattern, as given by Eq.
11. Specifically, the rate can be described as dM/dt ∝ (t − tD)

−5/3. In the
case of a partial disruption, a steeper power-law decline is anticipated, re-
sulting in dM/dt ∝ (t − tD)

−9/4 [37].
Furthermore, the star’s internal structure [34, 38, 39] and spin [40], the spin
of the MBH [41, 42], and the impact parameter of the star’s orbit [42], all
play a role in shaping the energy distribution of the debris and, conse-
quently, the fallback rate.
Light curves (LCs) are a type of observations consisting in time series of
flux measurements. These flux variations in individual astronomical ob-
jects, as captured through light curves, have been the mainstay for making
scientific discoveries [43]. TDE candidates have been observed in the X-ray,
UV/optical, IR and radio wavebands, but typically detected in the UV (as
shown in Fig. 7) and optical wavebands.
One of the most striking observed features of TDEs is that, at first glance,
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Figure 7: Compilation of TDE light curves. The r-band absolute magnitude for a selected
sample of 30 spectroscopically classified TDEs from the Zwicky Transient Facility Phase I
survey operations with follow-up Swift UV and X-ray measurements. Figure slightly mod-
ified from [44]

.
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their LCs seem to exhibit a general resemblance to the theoretical TDE fall-
back rate. In fact, when a t−5/3 power law is fitted to the LC during its
decline from the peak, a strong correlation emerges between the time of
peak since the estimated disruption time, denoted as ∆t = (tpeak − tD), and
the inferred MBH mass. This correlation follows the expected pattern for
the fallback timescale, where ∆t ∝ M1/2

BH , as demonstrated in studies by
[45, 15]. However, deviations may arise from the density profile of the star
[46] or relativistic effects [47].
The main takeaway in the importance of the observation of the TDE light
curves is the potential determination of different parameters in relation to
the disruption, such as penetration factor β and eccentricity e of the initial
stellar orbit, mass M⋆ and radius R⋆ the disrupted star, mass MBH and spin
of the MBH, as well as the investigation of the MBH environment proper-
ties and the study of general relativistic (GR) effects associated with this
phenomenon.

3.2. Mechanisms of emission
The advancement in utilizing TDEs to explore MBH demographics has

been significantly hindered by the current limited comprehension of the
mechanism responsible for the emission in TDEs. Over the past ten years,
observations of TDEs have progressed more rapidly than the development
of theoretical models [7]. Numerous crucial aspects of TDE characteristics
remain to be conclusively and consistently explained by a scientifically mo-
tivated model that accounts for the formation of the debris from tidal dis-
ruption and its subsequent organization into an accretion disc. Nonethe-
less, the objective of this section is to present our most up-to-date under-
standing of the most favored mechanisms driving TDE emissions, with the
hopes that a deeper theoretical understanding will soon be achieved to un-
doubtedly and totally account for these emissions. These mechanisms in-
clude:

1. Thermal emission in the X-ray waveband from the circularized debris
disc.

2. Reprocessing of a fraction of the soft X-ray photons from an accretion
flow, released as debris accretes onto the black hole, by an optically-
thick structure and re-emitted into the UV/optical wavebands [48, 49,
50]. In this scenario, the ability to detect X-ray emissions would rely
on the angle from which they are viewed. For instance, X-ray photons
might retain the capacity to exit through the funnels of a thick torus,
yet not along its plane of orbit. This viewing angle effect is illustrated
in Fig. 8.
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3. Synchrotron emission in the radio waveband from internal shocks in
a relativistic freely expanding canonical jet. [51].

Figure 8: Sketch of emissions stemming from a tidal disruption event depicts, in a sliced
view, the outcome when a black hole consumes material from a torn-apart star. This mate-
rial shapes an accretion disc that warms up and releases substantial quantities of light and
energy. The wavebands of observable emission from Earth are contingent upon how the
viewing angle aligns with the MBH’s orientation. Figure credit: Jane Lixin Dai.

4. Hydrodynamical simulations

There exist two fundamental approaches to express the governing phys-
ical equations: the Eulerian approach and the Lagrangian approach. Eule-
rian techniques involve the utilization of geometric grids, which can either
be fixed or adaptable, and they compute derivatives at established spatial
points indicated by the grid. These methodologies laid the foundation for
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computational fluid dynamics, which emerged in the 1960’s and 1970’s,
and they continue to be the most prevalent approach today. In contrast, La-
grangian techniques calculate derivatives within a coordinate system con-
nected to a fluid element in motion. These two methods can be likened to a
boat tracing the course of a river, the Lagrangian approach, as opposed to
being stationed on the riverbank observing the flow of the river, the Eule-
rian approach [20].
Within the Lagrangian approach, as each grid node moves in tandem with
the material it represents, the relative displacement of connecting nodes
can lead to a deformation of the mesh cell. During this deformation, mass,
momentum, and energy are conveyed along with the mesh cell’s motion.
Each cell maintains a constant mass, preventing any mass flux between
neighboring cells. Nonetheless, this technique can pose challenges when
dealing with highly distorted meshes. For instance, instances where the
mesh becomes extremely distorted can significantly compromise the accu-
racy of the formulation and subsequent solutions [52].
Conversely, in the Eulerian method, grid nodes and cells remain fixed in
space, irrespective of the material’s movement across the grid. As such,
substantial deformations do not impact the mesh itself, avoiding the nu-
merical complications encountered in the Lagrangian method. This charac-
teristic makes the Eulerian method more prominent in computational fluid
dynamics, particularly in scenarios dominated by material flow. However,
this method also exhibits certain drawbacks. Notably, the grid must be
sufficiently large to encompass the entire area where material might flow.
This pursuit of computational efficiency can lead to coarser grids, which
can sacrifice resolution and accuracy [52].
Nowadays, a numerical code known as “Phantom” has been effectively
employed for the investigation of TDEs [53, 54, 55, 56, 39, 57, 58, 59, 60]. De-
veloped by [61], this code is designed for astrophysical applications in three
dimensions and boasts attributes such as rapid computation, parallel pro-
cessing, modularity, and minimal memory usage. Phantom is based on the
SPH (Smoothed Particle Hydrodynamics) Lagrangian modeling method
initially proposed by [62] and [63]. This approach, devoid of a grid, rep-
resents fluid elements through discrete particles that obey hydrodynamic
flow equations. The SPH technique, renowned for its adaptability, has been
extensively utilized to simulate various phenomena in the realm of astro-
physics.
SPH characterizes the fluid using discrete mass elements, defined as par-
ticles. These particles’ attributes are determined by calculating appropri-
ate means involving neighboring particles positioned within a smoothing
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region around them. Within this smoothing region, particles gain lower
weight as they lie close to the edge, which defines the smoothing kernel W,
usually a function that resembles a bell curve with compact support. Other
relevant parameters to this setup include the smoothing length h, which sets
the size of the kernel, and N, the number of neighbouring particles within
the kernel, which together allows to introduce the density ρ at the location
of particle ‘i’ as

ρ(⃗ri) =
N

∑
j=1

mjW (⃗ri − r⃗j, h) (12)

Every particle possesses its individual smoothing length h. This value is
determined in a way that ensures each particle is in proximity to a roughly
consistent count of neighboring particles, as outlined by [64]. This smooth-
ing distance can be expressed as

h(⃗ri) = η

(
mi

ρi

)1/3

(13)

In accordance with the findings of [65], the parameter η ought to be se-
lected within the interval of 1.2 to 1.5. Consequently, SPH offers a notable
advantage where the level of resolution aligns with density. This means
that regions with higher densities exhibit shorter smoothing lengths, re-
sulting in enhanced spatial precision. As a result, SPH inherently functions
as an adaptive technique, as pointed out by [65, 66].

5. Challenges and Potential Future Work

While significant progress has been made in understanding TDEs, there
are still several aspects that remain poorly understood or are a focus of
increasing interest. An example of the first situation is the optical emis-
sion mechanism in TDEs. Although the origin of this phenomenon is be-
lieved to stem either from shocks resulting from intersections within the
self-interacting debris stream of the star [67, 68], or from the debris repro-
cessing the emission originating from an accretion disc [69, 70, 50, 71], un-
certainties persist. Questions remain regarding the luminosity of shocks
generated by the self-intersections of the stream, while in the case of the
reprocessing scenario, fundamental uncertainties persist concerning the lo-
cation of the reprocessing material, its formation process, the extent of its
coverage in relation to the MBH, its efficiency in transforming disc emis-
sion into optical wavelengths, and how all of these variables are influenced
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by the characteristics of both the MBH and the disrupted star [72].
For an example of the second situation, the observation of the neutron star
binary merger event GW170817, detected both as a gravitational and EM
wave signal, marked the commencement of a revolutionary phase in multi-
messenger astronomy [73]. This remarkable event exemplified the unprece-
dented potential of amalgamating data from gravitational waves and EM
to unveil profound details about astrophysical transient phenomena [7].
As the strain of the gravitational wave (GW) generated by a binary system
follows a scaling law represented by [7],

h ≈
RgGM⋆

DRpc2 ≈ 2 × 10−22
(

10 Mpc
D

)[(
m2

⋆M6
)2/3

r⋆

]
β, (14)

And a wave frequency corresponding to

f ≈
√

GMBH

R3
p

≈ 6 × 10−4

√
β3m⋆

r3
⋆

Hz, (15)

the optimal astrophysical configuration to detect a tidal disruption event
(TDE) using GWs arises when a compact star, such as a white dwarf, un-
dergoes tidal disruption during a close encounter with a black hole [7]. This
is particularly feasible with a low-frequency GW detector like the Laser In-
terferometer Space Antenna (LISA), extending up to a distance of 10 kpc
[74, 65, 75]. This preference aligns once again with the likelihood of a TDE
occurring around an IMBH, which enhances its significance as a tool for in-
vestigating speculated IMBHs within dwarf galaxy nuclei or globular clus-
ters [76]. The combined detection of both GW and EM signals allows the
utilization of the chirp mass derived from the GW signal, along with pre-
cise timing data from the star’s pericenter passage and the EM emission
from debris streams, enabling the detailed modeling of the accretion flow
and the determination of accurate timescales for circularization and accre-
tion processes [77].
Instances of GW emissions resulting from the TDEs by MBH have been
replicated under specific conditions using a general relativistic implemen-
tation of the PHANTOM code. In these investigations, the disrupted stars
have been emulated as polytropic spheres characterized by a parameter
γ equal to 5/3. The simulated GW signals originating from these TDEs
have been verified to align with the theoretical projections derived from
earlier research, under chosen parameters. Notably, these studies have un-
veiled intriguing findings about how variations in certain parameters (such
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as MBH spin, orbital eccentricity and inclination of the stellar trajectory)
impact the gravitational signals. Consequently, a collection of templates
for GW waveforms generated during TDEs has been made available to the
public. It is feasible to customize this openly accessible code to investigate
gravitational emissions from both familiar and more unconventional sce-
narios [78].
These two situations, given only as a matter of exemplification, allow to
the exploration of new insights in the simulation of TDEs. For example, it
is possible to consider the simulations of more realistic stellar density pro-
files instead of the toy-model profiles given by the polytropic equation of
state, using current publicly available software such as the Modules for Ex-
periments in Stellar Astrophysics (MESA), an open-source 1D stellar evolu-
tion code [79]. This facilitates the chances to explore gravitational emission
from more realistic scenarios in the context of TDEs.

6. Conclusions

Through a comprehensive examination of TDE phenomena, this review
has shed light on some of the significant progress and intriguing chal-
lenges. The observations of TDEs across different wavebands, such as X-
ray, UV/optical, IR, and radio, have yielded a wealth of data that provide
critical insights into the physical parameters of these events, including the
black hole mass, the stellar type, the penetration factor, and eccentricity of
the initial stellar orbit. The pronounced correlation between the time of
peak and the inferred MBH mass shows a concrete example of the poten-
tial of TDE light curves as valuable tools for probing the dynamics of these
systems.
Nevertheless, the mechanisms driving TDE emissions remain an ongoing
subject of inquiry. While thermal X-ray emission from the circularized de-
bris disc and reprocessing of X-ray photons into the UV and optical wave-
band offer plausible explanations, there is still room for improvement.
The utilization of advanced numerical techniques, such as the Smoothed
Particle Hydrodynamics (SPH) method, in hydrodynamical simulations
has provided invaluable insights into TDE dynamics.
Looking ahead, several challenges and future research avenues within the
TDE field become evident. The precise mechanisms driving TDE emis-
sions, the impact of varying parameters on gravitational wave signals, and
the integration of more sophisticated stellar evolution models into simu-
lations are all areas ripe for exploration. As the understanding of TDEs

20



deepens, unprecedented insights into MBH demographics, their environ-
ment and disrupted star properties, and the underlying principles govern-
ing these astrophysical transient phenomena may emerge.
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Abstract

This work presents the spectroscopic study of the stellar parameters
and accretion rates of Herbig Ae/Be stars. The discs around solar mass
stars are expected to evolve differently compared to those around inter-
mediate mass stars. However, more complete samples of young pre-main
sequence stars are not present in literature to quantify the differences. Most
current studies in the stellar range of intermediate-mass focuses on the Her-
big Ae population, a limited subset of 5-10 Myr old intermediate-mass stars
already close to the main sequence. Hence, in this work an unbiased sam-
ple of young stars (<5 Myr) in the intermediate-mass range, 1.5-3.5 M⊙ are
selected to be studied. The spectra, optical photometric data and Pre-Main
Sequence Evolutionary Tracks are used to find the parameters like effective
temperature, surface gravity, extinction, distance, luminosity, radius, mass
and age. The absorption and emissionlines present in the spectra are ob-
served to be correlated with accretion luminosity and the accretion rates
are determined. It is seen that the younger stars have higher accretion rates
compared to the older ones, implying that the accretion rates of the stars
decreases as the stars approach the main sequence.

Keywords: stars: Herbig Ae/Be – stars: pre-main sequence – stars:
formation – accretion rates – techniques: spectroscopic

1. Introduction

Herbig Ae/Be stars are Pre-Main Sequence (PMS) A-Type or earlier
type stars, first identified by George Herbig [1].They have masses interme-
diate to that of T-Tauri stars and Massive Young Stellar Objects, which lies
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in the range of 2 to 10 solar masses. This work focuses on the intermediate-
mass Pre-main sequence stars which lie in the mass range of 1.5 - 3.5 solar
masses and younger than 5Myr. Herbig stars meet the criteria: “spectral
type A or earlier with emission lines, lies in an obscured region, and the
star illuminates a fairly bright nebulosity in its immediate vicinity” [1, 2].
The luminosities of these objects range from 10 to 103 Lsun and their effec-
tive temperatures range from 6,000 K - 10,000 K. These stars generally are
accompanied by circumstellar disks, which are made of dust and gas, and
an Infra-Red (IR) excess can be observed which originates from the dust
present around the star [3].

These stars are accreting mass from the inner regions of the disks around
them and their accretion rates can be measured. Within the theory of mag-
netospheric accretion (MA), the accretion rates can be determined from the
measured Ultra-Violet (UV) excess [4]. But this theory couldn’t be applied
to all Herbig stars as all Herbig stars don’t have strong magnetic fields.
It can only be applied if the strength of the magnetic field of the central
star is adequate to truncate the material onto the star [5]. The context of
MA is applicable to Classical T-Tauris (CTTs) which have magnetic fields
of strengths of the order of 103 Gauss [6].

The PMS evolutionary phase for these kinds of stars is less than 10Myr
[7]. The material of the disks around these stars gradually reduces in quan-
tity: most of it gets accreted onto the star and some is lost due to photo-
evaporation [8]. During the PMS evolutionary phase, the stars’ interior is
too cold for the fusion reaction to occur and only gravitational energy is act-
ing at this point; the fusion of hydrogen to form helium occurs only when
the star reaches the main sequence. It was observed that the main sequence
stars have higher surface gravities than the Herbig stars [9]. Surface grav-
ity is the acceleration due to gravity experienced by a hypothetical particle
of negligible mass which is located very close to the surface of the star. By
calculating the surface gravities of the stars, we can calculate their age, i.e.,
know their position on the Hertzsprung-Russell (HR) diagram.

A number of works show that the Herbig Ae stars are different from
Herbig Be stars, but are similar to T Tauri stars [2]. It was found that the
absorption and emission line properties are different for Herbig Ae and
Herbig Be stars [10]. T Tauri stars and Herbig Ae stars were found to have
similar linear spectropolarimetric properties, but that of Herbig Be stars
was found to be different because the strength of magnetic fields is differ-
ent in both Herbig Ae and Herbig Be stars [11] and, the magnetospheric
accretion causes spectroscopic variability in a Herbig Ae star [12].
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Spectral classification plays an important role in the study of stars. In
general, PMS A-type stars have the effective temperature of 7,500 - 10,000K.
The Morgan - Keenan (MK) system subdivides these stars into ten classes
of spectral type, A0 to A9, A0 being the hottest and A9 the coolest. These
stars have strong Balmer lines accompanied by many faint to moderately
strong metallic lines, whose strength gradually increases from A0 to A9.
Hydrogen has its maximum strength at A2 and decreases from there.

The spectral type determination will help us gather information about
the total extinction due to the dust, the type of the star, and the components
of the dust. Many of the stars show large extinction due to the presence of
dust in the star formation region and the presence of significant amounts
of dust in the disk around the star [13]. The spectra of these stars show
some peculiarities, like the excess emission in the infrared region, which
provides an evidence for the presence of the disks around them [8], and the
presence of strong emission at hydrogen alpha lines showing that the star
is still accreting [14]. The broadening of the absorption lines of the Herbig
Ae stars yields the rotational speeds [15].

This work focuses on the study of Herbig Ae stars younger than 5Myr
and in the mass range 1.5-3.5 solar masses. The frequency of formation of
giant planets is the highest around stars of mass around 2M⊙ [16, 17], and
around stars above 1.5M⊙ the orbits of giant planets are larger than 1 au
[18]. This gives us information about the dispersal of the protoplanetary
disc around the stars; giant planets can only form and migrate in pres-
ence of dense gas [19, 20]. A hypothesis was stated by Kennedy & Kenyon
2008 that faster clearing of the inner disc due to photoevaporation around
intermediate-mass stars might halt the migrating giant planets before they
reach smaller orbital distances and such planets are found around low mass
stars. This tells us that low mass and intermediate-mass stars evolve dif-
ferently on the pre-main sequence. Intermediate-mass stars are more lumi-
nous and their photoevaporation is driven by FUV photons, unlike X-rays
in case of low-mass stars [21]. The thermal and chemical evolution of the
discs are also different due to the large luminosities [22]. This work deals
with measuring the stellar parameters and mass accretion rates to check
how intermediate mass star evolves.

2. Observations and Data Reduction

The sample was collected using the Tycho-GAIA Astrometric Solution
catalogue and Hipparcos catalogue, by keeping the declination between
−78◦ and +30◦, and across all right ascension. First the stars with precise
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B and V photometry were selected. Next only stars with measured excess
levels Ftotal/FmidIR ≥ 1 were considered. This limit corresponds to debris
disc level of excess at 20µm [19], and therefore we do not expect detectable
signatures of accretion with XShooter below this level.

Further the stars were selected based on their location on the HR dia-
gram, keeping stars which may be of age ≤ 5 Myr and in the mass range
1.5-3.5 M⊙. There are studies in the literature about pre-main sequence
stars to see how the solar mass and intermediate-mass stars evolve. How-
ever, more complete samples of young pre-main sequence stars are not
present to quantify the difference as there is no unbiased statistical sam-
ple of pre-main sequence stars in the intermediate-mass stellar range in
the literature. Most current studies in the stellar range of intermediate-
mass focus on the Herbig Ae population, a limited subset of 5-10 Myr old
intermediate-mass stars already close to the main sequence. Hence, in this
work an unbiased sample of young stars (< 5 Myr) in the intermediate-
mass range, 1.5-3.5 M⊙ are studied. The UVB, optical and near-IR spectra
of about 200 pre-main sequence candidate stars are obtained, out of which a
subset of 18 stars are found to be accreting. This was determined by check-
ing for emission at hydrogen alpha (Hα) line of the Balmer series; only stars
which are accreting will have an emission at Hα line. Also, 27 targets were
excluded from the observed sample as their data was already present in
the ESO archive. The data was automatically reduced by the ESO pipeline
and were checked by one of the collaborators, Dr. Mario van den Ancker
at ESO.

3. Determining the stellar parameters

X-Shooter provides spectra covering a large wavelength range, from the
ultraviolet (UV) to the near-infrared (NIR), taken simultaneously across the
three arms: the UVB arm (3000-5600 Å), the VIS arm (5600-10200 Å) and
the NIR arm (10200-24800 Å) [23]. Each of the three arms is an individual
echelle spectrograph, which disperses the incident beam of light in the form
of a spectrum. The spectra were obtained with S/N > 100 over the entire
wavelength range (3600-24800 Å) for each target in the sample.

The hydrogen Balmer lines are sensitive to changes in both Te f f and
log(g). Since emission can be seen in the core, the wings of these lines are
used to perform spectral typing. Among the hydrogen Balmer lines, Hα

is the strongest and broadest of the series for Herbig stars and they often
exhibit emission and can affect the parameters derived. Hence, Hβ, Hγ

and Hδ lines are used to determine Te f f and log(g) for the targets. The
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BOSZ model [24] is used to perform the spectral fitting. To compare the
lines from the spectra of the stars, the same lines from the model are also
normalised based on the continuum on both the sides of the line in the
same wavelength region. This normalisation is done using IRAF (Image
Reduction and Analysis Facility) software. The comparison of the observed
spectra to that of the model is done by over-plotting the lines and setting
the Te f f to increase in steps of 250K and of log(g) to increase in steps of
0.5 cms−2. The best fit is chosen based on the wings on both sides of the
lines where intensity is greater than 0.8, to avoid any effect of emission
and rotational broadening of the line, which affects the central parts of the
absorption lines. The best fit is chosen by visually comparing the fits.

By performing the fitting of the spectra of the model (based on the ob-
tained temperature), with the observed optical photometry (taken from lit-
erature), the interstellar reddening AV , and the scaling factor D/R∗, which
is the ratio of the distance of the star to its radius (from Earth), can be deter-
mined. The scaling factor is a result of fitting the the observed photometric
data with the model [24]. To perform the fitting, the B, V, and R points, at
4400 Å, 5500 Å and 6400 Å, are used in this work. Photometry of the I band
can also be used, but for the list of targets worked on in this project the
photometry at I band was not available in literature, hence only B, V and
R bands are used. The Balmer excess can have an influence on the U band
and hence it is a better option not to consider that to perform fitting. In this
work, the photometry is assumed to be mainly photospheric and the effect
for variability is low. The photometric values with maximum brightness
are chosen, in case there are many photometric values.

The radius can be determined from the scaling factor, since the distance
is already known. Once the temperature (Te f f ) and radius (R∗) is known,
the luminosity of the star can be calculated, as L∗ = 4πR2

∗σT4
e f f . The er-

rors in both Te f f and R∗ are used to compute the errors in the calculation of
luminosity, which will then be used to calculate the errors in the other pa-
rameters. The Lionel-Siess Pre-Main Sequence (PMS) Evolutionary Tracks
[25] are used to determine the other parameters. Each evolutionary track
denotes a fixed mass, showing how a star would contract and evolve over
time, changing its temperature and luminosity. The change in these param-
eters results in a change in mass, radius and age as well. The metallicity is
kept Z=0.01 for all the targets in this work. The temperature (in K) and
luminosity (in L⊙) are entered. The radius, mass and age of the stars are
determined. Table 1 shows the obtained stellar parameters for all the tar-
gets.
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4. Accretion Rate Measurements

Herbig stars are found to be similar to the Classical T Tauri stars (CTTs),
as they have similar properties like the presence of discs around them,
presence of emission lines, both have lower surface gravities than main
sequence (MS) stars and both exhibit UV excess. Accretion plays an impor-
tant role in influencing the mass of the planets formed within the discs as
the newly forming planets need to feed on the disc material. Accretion is
also a source of energy for the emission lines and the UV excess observed
in their spectra [26, 27, 28].

PMS stars accrete material from their disks for a very long time until
the material in the disc is accreted entirely onto the star or removed due
to planet formation or photoevaporation. The accretion rates of Herbig Ae
stars are low and was found to be about 10−9 < Ṁacc < 10−6 M⊙/yr [29].
The inner rim of the disc receives direct stellar radiation and a puffed-up
rim is formed [30, 31, 32, 33].

The accretion rates of the stars can be determined using the emission
lines seen in their spectra. It has been found that the accretion luminosity is
correlated to the luminosities of the emission lines of the stars [34, 35, 36, 37,
38]. Details like the motion of the gases and the geometry of the emitting
regions can be provided by the various profiles of the spectral lines. For
example, the presence of double peaked lines in emission signifies that the
disc is rotating [39, 40, 41]. It is also seen that a few luminosity relationships
which holds good for CTTs also holds good for Herbig stars [28]. Hence
the line profiles can be used to determine the accretion rates of the stars. It
is easier to obtain the emission line measurements than to obtain the UV
excess measurements to determine the accretion rates (Ṁacc), as emission
lines at a variety of different wavelengths can be used for measurements.

The stellar parameters, like Te f f , log(g), AV , L∗, R∗, M∗ and age, were
determined in the previous section for the sample of 18 stars. These param-
eters are used to determine the accretion rates of the stars. First, the equiv-
alent width (EW) of the Hydrogen-alpha (Hα) emission line of the Balmer
series is determined, from which the line flux is calculated. Using this the
line luminosity is determined and then the accretion rate is calculated.

The strength of each observed emission line is calculated by measuring
the Equivalent Width (EW) and is shown in the expression below:

EW =
∫ b

a

Ic − Iλ

Ic
,

where a and b are the blue and red wavelength points respectively, Ic is
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the continuum intensity and Iλ is the intensity of the line at a particular
wavelength. The line was normalised such that the continuum level is at
unity. To determine the EW of the Hα emission line of the Balmer series, the
spectra of the stars obtained by X-Shooter is used along-with the spectra of
the Bosz model. To achieve this, the Hα emission line of the spectra was
normalised using IRAF based on the continuum region on both the sides.
The EW is measured for this normalised line using IRAF and is called as
observed equivalent width, EWobs.

There will be some intrinsic absorption of the line in the majority of the
observed emission lines of the observed spectra due to the stellar photo-
sphere. EWobs is a combination of the intrinsic absorption and true circum-
stellar emission, and the true emission is stronger than the corrected equiv-
alent width, EWcorr. The intrinsic equivalent width must be subtracted
from the observed to obtain EWcorr. Hence, it is necessary to determine
the EW of the intrinsic absorption line, EWint. This is done using the model
spectra.

The strength of the intrinsic absorption line depends on the tempera-
ture, surface gravity, and metallicity of the star, which are all determined
in the previous section. The model spectrum corresponding to the tem-
perature obtained for each individual star is used to find EWint. To deter-
mine EWint, the Hα absorption line of the spectra is normalised based on
the same continuum regions, as chosen for the observed spectra, on either
side of the line. The normalisation is done using IRAF and also the EW is
measured using the same. Once EWobs and EWint is known, the corrected
Equivalent Width, EWcorr, is determined using the relation:

EWcorr = EWobs − EWint.

The line flux, Fline, can be calculated with the known value of EWcorr,
using the following expression:

Fline =| EWcorr | ×Fλ,

where Fλ is the continuum flux corresponding to the central wavelength of
the line.

The line luminosity, Lline, of the emission line can be determined as the
distance of the stars are known, as:

Lline = 4πD2Fline.

The calculated values of EWobs, EWint, EWcorr, Fλ, Fline and Lline will

8



now be used to determine the accretion luminosity, Lacc, and accretion rate
Ṁacc of the stars.

Even though many different lines can be used for measuring accretion
rates, the most commonly used are Hα, Paβ, Brγ and [OI]λ6300; Hα is used in
this work. These lines are frequently used as their luminosity and accretion
luminosity are correlated [42, 36, 35, 28, 34] as shown below:

log
(

Lacc

L⊙

)
= A + B × log

(
Lline

L⊙

)
,

where A and B are constants, which are different for different lines. The
values of A and B obtained by [8] is (2.09 ± 0.06) and (1.00 ± 0.05) respec-
tively, which is used in this work. This approach of measuring the accretion
rates from accretion luminosity is more effective than from UV excess as hot
stars with low accretion rates cannot be detected easily by a UV excess.

The accretion rate, Ṁacc, can now be calculated using the relation:

Lacc =
GM∗

R∗
Ṁacc,

where Lacc is the accretion luminosity, G is the gravitational constant, M∗
is the mass of the star and R∗ is the radius of the star. Table 2 shows the
determined accretion rates for the sample.

5. Results and Discussion

Figure 1 shows how the accretion rate varies with age. The stars with
mass lower than 1.5 M⊙ is shown in blue dots, the stars in the mass range
1.5-3.5 M⊙ are shown in orange dots and the stars massive than 3.5 M⊙ are
shown in green dots. It is seen in the plot that the younger stars have high
accretion rates compared to the older stars, i.e., the accretion rate dimin-
ishes as the star grows older. This indicates that the accretion rate tells us
how the Herbig stars evolve. When the stars are young, the discs around
them have more material which is accreted onto the star. Gradually, the
material of the disc is lost as it is accreted onto the stars or lost due to pho-
toevaporation or due to planet formation [21].

In this work, the relation between the accretion rate and age is deter-
mined as Ṁacc ∝ t−2.10±0.30. A fit to the data that provides a relationship
between the accretion rate and age as Ṁacc ∝ t−η , where t is the age in Myr,
obtained by [43] is η = 1.92 ± 0.09. This relationship is seen to vary for
Herbig Ae (HAes) and Herbig Be (HBes) stars. For HBes, η is found to be
2.02± 0.22, which is similar to the results for all Herbig stars, but HAes was

9



Table 2: Table showing the corrected equivalent width, line luminosity, accretion luminosity
and accretion rates of all the targets.

Name EWcorr log(Lline) log(Lacc) log(Ṁacc)
(Å) (L⊙) (L⊙) [M⊙/yr]

HIP 22112 -13.88 ±0.40 −0.43+0.03
−0.04 1.66+0.03

−0.04 −5.85+0.04
−0.08

HIP 23201 -10.82 ±0.23 −1.17+0.03
−0.03 0.92+0.04

−0.03 −6.73+0.04
−0.04

HIP 25763 0.31 ±0.10 −3.56+0.02
−0.03 −1.47+0.02

−0.03 −8.81+0.02
−0.04

HIP 28561 -12.68 ±0.97 −0.77+0.02
−0.02 1.32+0.02

−0.02 −6.13+0.01
−0.08

HIP 29635 -9.27 ±0.16 −0.97+0.02
−0.02 1.12+0.02

−0.02 −6.32+0.06
−0.03

HIP 30448 -10.04 ±0.27 −0.83+0.02
−0.03 1.26+0.02

−0.03 −6.20+0.02
−0.05

HIP 38779 -8.16 ±0.17 −0.24+0.02
−0.03 1.85+0.02

−0.03 −5.50+0.06
−0.02

HIP 48613 0.22 ±0.05 −3.12+0.01
−0.02 −1.03+0.01

−0.02 −8.44+0.05
−0.11

HIP 57027 -0.05 ±0.15 −4.23+0.19
−0.27 −2.14+0.19

−0.27 −9.49+0.23
−0.35

HIP 57143 -15.09 ±1.35 −0.46+0.03
−0.02 1.63+0.03

−0.02 −5.91+0.06
−0.09

HIP 61738 -16.32 ±1.21 −0.86+0.00
−0.00 1.22+0.00

−0.00 −6.38+0.01
−0.04

HIP 74911 -9.13 ±0.96 −1.19+0.01
−0.00 0.90+0.01

−0.00 −6.72+0.01
−0.04

HIP 77289 -19.50 ±0.58 −0.51+0.02
−0.03 1.58+0.02

−0.03 −5.91+0.05
−0.10

HIP 81710 -14.32 ±0.87 −0.64+0.02
−0.02 1.45+0.02

−0.02 −6.23+0.08
−0.04

HIP 92364 -8.12 ±0.77 −1.34+0.03
−0.04 0.75+0.03

−0.04 −6.69+0.04
−0.03

HIP 94260 -9.80 ±1.09 −1.20+0.02
−0.01 0.89+0.02

−0.01 −6.51+0.07
−0.04

TYC-461-622-1 -0.29 ±0.50 −3.99+0.03
−0.03 −1.91+0.03

−0.03 −9.36+0.05
−0.04

TYC-9329-60-1 -0.06 ±0.87 −4.28+0.01
−0.02 −2.19+0.01

−0.02 −9.54+0.02
−0.03

found to have a steeper relationship with η = 4.06± 0.53 [43]. A more gen-
eral relationship for all Herbig stars as η = 1.8 [44]. Classical T Tauri stars
(CTTs) are also seen to follow the same trend in the relationship between
the age and the accretion rates of the stars and η is found to be in the range
1.5-2.8 [45]. But, recent studies have shown that there is a difference in the
relationship Ṁacc ∝ t−η for Herbig stars and CTTs, as the relationship was
found to be shallower, Ṁacc ∝ t−2 [46, 47]. This implies that massive stars
have high accretion rates and are only observable at their younger ages
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Figure 1: Plot showing the accretion rates of the stars plotted against their ages; stars with
masses lower than 1.5 M⊙ are shown in blue dots, stars in the mass range 1.5-3.5 M⊙ are
shown in orange dots and those with masses greater than 3.5 M⊙ are shown in green dots.

as they evolve quicker and the less massive stars have a longer Pre-Main
Sequence lifetime.
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Abstract

The aim of this study was to improve the electrochemical performance
and energy density of pseudocapacitors by fabricating a metal oxide,
(WO3)-carbon composite. The sol-gel method was used to prepare a mate-
rial that could perform as an excellent charge-storing electrode. Combining
WO3 with carbon, provided a material with a better specific surface area,
porosity, and electrical conductivity to make it more suitable for superca-
pacitor electrode material. The morphology and structure of the materials
were characterized using scanning electron microscopy (SEM), transmis-
sion electron microscopy (TEM), and X-ray diffraction (XRD). The electro-
chemical performance of the composite was assessed by preparing work-
ing electrodes of WO3 sol with different concentrations of polyvinylalcohol
(PVA) deposited on carbon cloth, stainless steel, and Ni foam substrates.
Cyclic voltammetry and galvanostatic charge-discharge were performed
for the electrochemical measurements. The results showed that the capac-
itance of the composite varied significantly depending on the substrate,
with Ni foam exhibiting the highest contribution to the overall capacitance
of the material. The electrode prepared with ratio WO3-sol:PVA=3:7 showed
promising results, suggesting that this composite could be used to con-
struct a symmetric supercapacitor for further performance improvement.
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1. Introduction

The demand for electrical energy is increasing, and this has led to the
exploration of alternative energy storage systems to compensate for the
use of fossil fuels, which contribute to environmental pollution. Renew-
able energy resources obtained from inexhaustible natural sources such as
solar power, wind, and hydropower are becoming more relevant to gen-
erate clean electricity without contributing to climate change. However,
the problem with these sources is intermittency and one way to address
this issue would be to couple them with energy storage systems. These
systems are required to store energy from renewable sources such as wind
and sun along with grid energy storage for power quality, smoothing, and
frequency regulations. To solve and fulfill energy demands, it is necessary
to develop efficient technologies that can overcome the difficulties of inter-
mittent energy [1, 2]. Recent demands show the need for an energy storage
system that has high power and energy density. While batteries have high
specific energy, they lack high power. Supercapacitors are better suited for
harvesting, storage, and delivery of electrical energy as they have higher
power density, higher charge/discharge rates, and better cycling stability
compared to batteries. Despite the challenge caused by the low energy,
there is a significant amount of research and development being conducted
to address this issue [1, 2].

There are two types of supercapacitors based on charge storage sys-
tems: electrochemical double-layer capacitors (EDLC) and pseudocapaci-
tors [2, 3, 4]. Charge separation at the electrode/electrolyte interface results
in charge storage in electrochemical double-layer capacitors. To achieve the
best performance of EDLCs, it is important to choose the right electrode
materials. The electrodes should be made of high surface area material
which maximizes the active area of the double layer and minimized the dis-
tance between the electrode and electrolyte. Carbon-based materials such
as activated carbon, carbon nanotubes (CNTs), carbon nanofibers (CNFs),
carbon aerogels, and graphene are used due to their non-toxicity, high spe-
cific area, good electronic conductivity, and chemical stability properties
[2, 5]. Pseudocapacitors use both electrostatic and redox processes to en-
hance the total capacitance. Faradic reactions occur near or at the electrode
surface and store a large amount of charge in addition to the charge stored
in the form of the electrochemical double-layer capacitors. Compared to
batteries they possess a lower energy density because the redox reactions
occur on the surface of the electrode rather than in the bulk [2]. Metal
oxides (RuO2, NiO, Co3O4, MnO2, and WO3) and conduction polymers
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(polyanilines, polypyrroles, and polythiophenes) are the most commonly
used materials for pseudocapacitors [1, 4, 6]. These materials can lead to
high faradic capacitive performances; however, they cannot maintain it af-
ter long cycling [5].

To enhance the electrochemical performance and energy density of pseu-
docapacitors, a carbon-based composite WO3 can be prepared for use as a
supercapacitor electrode. WO3 is an excellent material for charge-storing
electrodes due to its facile synthesis, diverse morphology, chemical stabil-
ity, reversible redox transition WIV/WV , and high theoretical capacitance
[1]-[4]. The limitation of electrochemical performance is due to the mate-
rial´s poor electrical conductivity. To overcome this issue, researchers have
made significant efforts to optimize the morphology and structure of WO3
by using other conducting materials such as conducting polymers (PEG,
PVA, PS,. . . ) to prepare a composite that leads to better specific capacitance
and long cycle life [7, 8].

2. Experimental details

The experiments performed in this study require the selection of mate-
rials, preparation of composite samples, and subsequent characterization
of the samples.

2.1. Materials
Tungsten powder (99,9 %) and triton x-100 were purchased from Alfa

Aesar. Hydrogen peroxide (H2O2, 30 %), isopropanol (C3H8O, 98 %), PVA
(87-90 %, average molecular weight = 30 000 - 70 000), and Nafion were
purchased by Sigma Aldrich. For the electrode substrates stainless steel
ss316L, nickel foam (98 % porosity), and carbon cloth were used.

2.2. Preparation of WO3 and WO3-PVA composite deposited on stainless steel and
Ni foam

The tungsten sol was prepared according to the method explained in
[9] where 4 mmol of tungsten powder was mixed with 7 mL of 30 % aque-
ous solution of H2O2. After an exothermic reaction occurred, the solution
became colorless. The solution was cooled to room temperature before
adding 5 mL of isopropanol. After 30 minutes, 1.2 mL of triton x-100 was
added. A series of different mass ratios of metal oxide and PVA were done
by mixing solutions of WO3 with an aqueous solution of PVA: 2-8, 3-7, and
4-6.
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The small tiles of stainless steel ss316L were cleaned in ethanol and
dried with nitrogen. A solution of tungsten sol with PVA in different ratios
was applied to the tiles using a spin-coating process. The amount of solu-
tion deposited on each tile was 200 µL. Each spin-coating process lasted for
30 seconds at a speed of 1200 rpm. After coating, the tiles were dried for 5
minutes at 60 °C, and the process was repeated five times for each tile. So-
lutions of tungsten sol with PVA in different ratios were applied to nickel
foams measuring 10x15 mm using a dip-coating process. The nickel foam
was submerged in the solution for 5 seconds and then allowed to dry for 5
minutes at 60 °C. This deposition process was repeated four times for each
nickel foam. The samples of WO3-PVA on stainless steel and WO3-PVA on
nickel foam were thermally treated by heating in a furnace from room tem-
perature to 500 °C at a heating rate of 2 °C/min in a flow of 20 mL/min
argon. The solutions of WO3-PVA 2-8, 3-7, and 4-6 were dried in a vacuum
drier at 40 °C for 14 hours. After drying a film was obtained on the walls
of the beaker. The resulting film was subjected to thermal treatment in a
furnace from room temperature to 500 °C at a heating rate of 2 °C/min in a
flow of 20 mL/min argon. The working electrode was prepared by mixing
a resulting into 0.5 % Nafion solution and deposited on the carbon cloth
substrate. The WO3-PVA (2-8, 3-7, and 4-6) deposited on nickel foam was
used for electrochemical measurements as prepared.

2.3. Characterization
The surface morphology and elemental composition of the films were

investigated using an SEM (JEOL JSM7001TTLS) equipped with an EDX
detector. The HR-TEM results were obtained by using JEOL JEM2100F
operating at 200 kV. The X-ray diffraction patterns were obtained using
powder-XRD (SmartLab SE, Rigaku Corporation) using a Cu radiation
source (Cu Kα 0.1541 mm).

Electrochemical measurements were conducted to investigate the redox
behavior, electrocatalytic activity, and stability of WO3-carbon composites
using a three-electrode system in an electrochemical workstation (SP-300,
Biologic). The system comprised a reference electrode of Ag/AgCl in a 3.8
M KCl solution, a counter electrode of Pt wire, and a working electrode.
All electrochemical measurements were performed in an aqueous solution
of N2-purged 1 M KOH as an electrolyte. The cyclic voltammetry measure-
ments were performed from -1.35 V to 0.5 V for scan rates ranging from 0.5
to 500 mV/s. The galvanostatic measurements were conducted from -1.35
V to 0.5 V for current densities ranging from 0.5 to 20 A/g at a potential
range of -1.35 V to 0.5 V.
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3. Results and discussion

3.1. Structural and morphological characterization
3.1.1. Morphological characterization of WO3-PVA 2-8, 3-7, and 4-6 on stainless

steel
The backscattering electron BED-C detector was used to capture the

WO3-PVA with different concentrations deposited on stainless steel (Fig-
ure 1). The WO3-PVA 2-8 sample (Figure 1b) demonstrates that WO3 is
coated with amorphous carbon due to the phase boundaries detected by
the BED-C detector. The WO3-PVA 3-7 sample (Figure 1c) exhibits surface
defects that are recognizable due to the drying of the suspension on the
stainless steel. Furthermore, WO3 nanoparticles were repeatedly coated
with amorphous carbon, resulting in a significant increase in nanoparticle
size compared to the WO3-PVA 2-8 sample. This trend continued for the
WO3-PVA 4-6 sample (Figure 1d).

Figure 1: SEM images of a.) Stainless steel b.) WO3-PVA 2-8 on stainless steel c.) WO3-
PVA 3-7 on stainless steel d.) WO3-PVA 4-6 on stainless steel captured by a backscattered
electron detector (BED-C).
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When comparing all of the WO3-PVA samples with different concen-
trations, there is a growth of WO3 nanoparticles from 2-8 to 4-6, which
corresponds to higher concentrations of tungsten in the sol. The elemen-
tal composition of the samples (Figure 2) that are presented with the EDX
spectra revealed the presence of carbon, which predictably changed with
the corresponding concentration. The signals that correspond to Cr, Mn,
Fe, and Ni are components of stainless steel.

Figure 2: The stainless steel substrate was coated with WO3-PVA samples of different con-
centrations and the resulting EDX spectra are: a.) WO3-PVA 2-8 on stainless steel b.) WO3-
PVA 3-7 on stainless steel c.) WO3-PVA 4-6 on stainless steel.

The carbon signal decreased from 2-8 to 4-6 samples due to the lower
concentration of PVA in the sample.
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To confirm that the concentration of carbon increases with the concen-
tration of PVA, the ratio between tungsten and carbon was measured and
averaged from EDX measurements taken at multiple parts of the coating
(Table 1).

WO3-PVA [m/m] W C WO3-C [m/m]
4-6 57.3 42.7 1.69
3-7 52.3 47.7 1.38
2-8 39.2 60.8 0.81

Table 1: The ratio between tungsten and carbon was calculated from EDX spectra for WO3-
PVA samples of different concentrations deposited on stainless steel.

3.1.2. Morphology characterization of WO3-PVA 3-7 dip-coated on Ni foam
The SEM images of the WO3-PVA 3-7 samples deposited in the nickel

foam (Figure 3) revealed a uniform distribution of the nanoparticles.

Figure 3: SEM images of a.) Ni foam and b-c.) WO3-PVA 3-7 deposition on Ni foam.
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The highly porous nickel foam (Figure 3a) with its thin fibers makes it
an ideal substrate for catalytic activity and coating distribution. The EDX
mapping of the selected area (Figure 4) revealed the distribution of tung-
sten, nickel, and carbon on the nickel foam. As predicted, there is a homo-
geneous distribution of nickel on the nickel fibers. Due to the high poros-
ity of the nickel foam, WO3 and carbon are uniformly distributed around
and in between the thin fibers of the nickel foam. To further characterize
the morphology of the samples, transmission electron microscopy (TEM)
was employed. All of the high-resolution transmission electron microscopy
(HR-TEM) images (Figure 5) exhibit dark spots that represent the denser
phase of WO3 coated with amorphous carbon.

As expected from the EDX analysis results, WO3-PVA 4-6 has the most
dark spots. The WO3-PVA 2-8 nanoparticles (Figure 5a) are 20 nm in size,
while WO3-PVA 3-7 (Figure 5b) and WO3-PVA 4-6 (Figure 5c) are less than
20 nm. As the images show that the particles are surrounded by an amor-
phous layer of carbon, it indicates the success of preparing the WO3-C com-
posite.

Figure 4: The EDX mapping of the selected area of EDX mapping of WO3-PVA 3-7 shows
the distribution of tungsten, nickel, and carbon on nickel foam.
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The selected area electron diffraction (SAED) pattern of all the samples
is shown in Figure 6.

Figure 5: HR-TEM images of a.) WO3-PVA 2-8, b.) WO3-PVA 3-7 and c.) WO3-PVA 4-6
exhibit dark spots that represent the denser phase of WO3 coated with amorphous carbon.

It is difficult to determine the crystallinity of the WO3-PVA 2-8 sam-
ple (Figure 6a-b). At the beginning of the measurement, there were visible
ring patterns that are typical for an amorphous or nanocrystalline structure
(Figure 6a).
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After inducing an electron beam, crystallization occurred and polycrys-
talline WO3 was formed (Figure 6b). Due to the higher concentration of
WO3 in the sample, ring patterns that are characteristic of polycrystalline
material were formed (Figure 6c-d).

Figure 6: The SAED image of: a.) and b.) WO3-PVA 2-8, c.) WO3-PVA 3-7 and d.) WO3-
PVA 4-6.

3.1.3. Structure characterization of WO3-PVA deposited on stainless steel
From the XRD spectra of WO3-PVA 2-8, 3-7, and 4-6 samples (Figure 7),

we can observe an increasing trend in polycrystalline or amorphousness of
WO3.
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The peaks at 24° (2 θ) become less sharp and more diffuse with decreas-
ing WO3 content, indicating a smaller size and less defined crystals.

Figure 7: XRD spectra for WO3-PVA deposited on stainless steel: WO3-PVA 2-8 (purple
line), WO3-PVA 3-7 (yellow line), WO3-PVA 4-6 (green line).

3.2. Electrochemical characterization
The electrochemical performance of WO3-PVA electrodes on different

substrates was evaluated in a three-electrode system. We prepared two
types of working electrodes by depositing WO3-PVA (2-8, 3-7, and 4-6)
powder on carbon cloth and Ni foam, respectively. We optimized the cyclic
voltammetry measurements by setting the operation window from -1.35
V to 0.5 V. Figure 8 shows the comparison of cyclic voltammograms for
both types of prepared electrodes at a scan rate of 50 mV/s. The WO3-
PVA 3-7 presented in Figure 8a (red curve) had the widest voltage window
among the electrodes. The oxidation peak at around 0.7 V corresponds to
the W5+/W6+ redox couple, while the reduction peak at -1.0 V corresponds
to the W6+/W5+ redox couple. These peaks were not that significant for
WO3-PVA 2-8 (green line) and 4-6 (blue line).
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All the electrodes deposited on carbon cloth had low capacitance and
narrow voltage windows in the range from 0 V to 0.5 V.

Figure 8: Cyclic voltammograms of: a.) WO3-PVA (2-8 3-7, and 4-6) powder deposited on
carbon cloth b.) WO3-PVA (2-8, 3-7, and 4-6) deposited on Ni foam at a scanning rate of 50
mV/s.

The presence of Ni foam (Figure 8b) increased the voltage window for
all the samples. In contrast to Figure 8a, there were oxidation and reduc-
tion peaks in the range from 0 V to 0.5 V that corresponded to nickel redox
reactions. The oxidation peak for Ni2+/Ni3+ was around 0.4 V and the re-
duction peak for Ni3+/Ni2+ was around 0.3 V. The addition of Ni foam also
increased the overall capacitance of the system. The cyclic voltammograms
also revealed an oxidation peak for Ni0/Ni2+ at around -0.4 V along with
peaks for W5+/W6+ at the same potential as in Figure 8a. By comparing
the measurements in Figure 8, we found that WO3-PVA 3-7 electrode ex-
hibits the best performance regardless of the substrate. We also noted that
Ni foam contributed significantly to the overall capacitance of the system.
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Galvanostatic charge-discharge curves were obtained for WO3-PVA (2-
8, 3-7, and 4-6) at a current density of 1 A/g and a voltage range of -1.35 V
to 0.5 V (Figure 9). The results indicate that WO3-PVA 3-7 has the longest
charge and discharge time at 1 A/g compared to the other two electrodes,
which have relatively short charge and discharge times.

Figure 9: Galvanostatic charge-discharge curves for WO3-PVA 2-8, 3-7, and 4-6 at a current
density of 1 A/g.

The WO3-PVA 3-7 material was selected for further analysis based on
its cyclic voltammetry performance. Figure 10 presents the cyclic voltam-
mograms and galvanostatic charge-discharge curves for WO3-PVA 3-7 de-
posited on carbon cloth. The cyclic voltammograms at different scan rates
(Figure 10a) were: 500 mV/s, 200 mV/s, 100 mV/s, 50 mV/s, 20 mV/s, 10
mV/s, 5 mV/s, 1 mV/s and 0.5 mV/s. The peak current ratios decrease
with increasing scan rates, indicating quasi-reversible or irreversible be-
havior. The voltage window also narrows as the scan rate increases.
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The oxidation and reduction peaks for W5+/W6+ are observed at around
0.4 V and -1.0 V.

Figure 10: WO3-PVA 3-7 powder deposited on carbon cloth: a.) different scan rates b.)
galvanostatic charge-discharge curves.

The galvanostatic charge-discharge (Figure 10b) at different current den-
sities shows that higher current density leads to shorter charge and dis-
charge times. Specifically, the charge and discharge time is much shorter at
20 A/g than at 1 A/g.

4. Conclusion

In this study, WO3-PVA with different concentrations (2-8, 3-7, and 4-6)
was successfully synthesized and fabricated on different substrates. The
results show that WO3-PVA 3-7 deposited on carbon cloth exhibits oxida-
tion and reduction peaks for W5+/W6+ and W6+/W5+. It also presents the
longest charge and discharge time compared to the other two electrodes.
Although the results for WO3-PVA 2-8, 3-7, and 4-6 with deposition on Ni
foam show greater capacitance, the comparison to WO3-PVA deposited on
carbon cloth suggests that nickel contributes significantly to the overall ca-
pacitance due to its redox reactions. The results suggest that WO3-PVA 3-7
powder deposited on carbon cloth is the most suitable electrode for fur-
ther analysis by building a symmetric supercapacitor due to its superior
performance.
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